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To meet the needs of users

MODIS antenna in Bangkok

MODIS antenna in Tokyo

◆ IIS and AIT have been receiving
NOAA AVHRR  and Aqua/Terra
MODIS data at the direct
receiving station.

◆ AVHRR since 1983
◆ MODIS since 2001
◆ Over 20 years of record is archived

in data storage system.
◆ Network based (WWW or FTP)

data distribution is in process.

Contribute to data utility promotion
(especially for Asian countries)!!
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Spatial coverage of MODIS and AVHRR

IIS, Tokyo
Since Oct. 1983

AIT, Bangkok
Since No.v 1997
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Data transfer from Thai to Japan



6From data
receiving to data
distribution

1. Data receiving
 NOAA AVHRR
 Aqua/Terra MODIS
 Dundee/England system

2. Data processing
 Radiometric / geometric

correction, Quick look
image, cloud-free
compositing

3. Data archive
 Huge data storage system

on tape archiving (-
600TB)

4. Data distribution
 Network-based (FTP and

WWW) download

1

2

3

4
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Computer facilities at IIS

MODIS and AVHRR data processing, archiving and distributing

Air-conditioned server room Antenna control machines 

Linux (6)
Xserve (6)
RAID (20TB)
Solaris (1)
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Online data distribution service

WebPaNDA
(NOAA AVHRR)

WebMODIS
(Aqua/Terra MODIS)

1 1

2 2

Online subsetting
scene by scene

Online subsetting
scene by scene

Rapid response
by quicklook

Rapid response
by quicklook

3 310 day cloud-free
composite

10 day cloud-free
composite
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MODIS processing system on WWW

WebMODIS website
http://webmodis.iis.u-tokyo.ac.jp/

4,000 scenes have been
delivered in 3 yrs

◆ Data search with mouth click
◆ Radio. / geo. Correc., spatial subset
◆ FTP download instruction via e-mail
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AVHRR processing system on WWW

16,500 scenes have been
delivered in 3 yrs

◆ Data search with mouth click
◆ Radio. / geo. Correc., spatial subset
◆ FTP download instruction via e-mail

WebPaNDA website
http://webpanda.iis.u-tokyo.ac.jp/
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Hardware system structure

A) Input mapping parameters by anonymous users
B) Pre-processing of MODIS data
C) Deliver data via the FTP
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Notification via e-mail

Users are notified how to download MODIS product from FTP via e-mail
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Download MODIS product via FTP

Geo-coded MODIS image
(200302010120 Terra)
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Online data distribution service

WebPaNDA
(NOAA AVHRR)

WebMODIS
(Aqua/Terra MODIS)

1 1

2 2

Online subsetting
scene by scene

Online subsetting
scene by scene

Rapid response
by quicklook

Rapid response
by quicklook

3 310 day cloud-free
composite

10 day cloud-free
composite
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L1B quicklook image of MODIS and AVHRR

Terra / Aqua MODIS
http://webmodis.iis.u-tokyo.ac.jp/

NOAA / AVHRR
http://webpanda.iis.u-tokyo.ac.jp/



16Level2 products - sea surface temperature

[ATBD MOD28, 1999] 



17Level2 products - precipitable water vapor

[ATBD MOD05, 1998] 



18Level2 products - active fire mapping

Active fire pixels on 2005/07/02
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Sea ice
monitoring in
Ohotsuku
sea

RGB=621

Middle-infrared channel
(1.6µm) is effective to
distinguish sea and land
ice from clouds.



Yellow dust monitoring

Yellow dust in China
Fly over Japan

2002/11/11 14:27 (JST) 2002/11/12 14:15 (JST)



Tsunami tragedy from MODIS QKM

Turbid water along the coastal line just after the tsunami occurrence
2002 Dec. 8th 4:10 (UTC) 2004 Dec. 26th 3:35 (UTC)

10km
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AVHRR
false
color

(RGB=121)

Mekong delta zoom

10 day composite
Dec. 20 -31, 2001

NTMinS criteria
1km resolution
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MODIS
false
color

(RGB=621)
10 day composite
Dec. 20 -31, 2001
Min. blue criteria
500m resolution
Remarkable view

Mekong delta zoom
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26Rice cultivation over Asia

[Taekcuhi, 2005]
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Online data distribution service

WebPaNDA
(NOAA AVHRR)

WebMODIS
(Aqua/Terra MODIS)

1 1

2 2

Online subseting
scene by scene

Online subsetting
scene by scene

Rapid response
by quicklook

Rapid response
by quicklook

3 310 day cloud-free
composite

10 day cloud-free
composite
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Online data list in detail

anonymous
FTP

reflectance, temp.,
NDVI, SST

10day composite1997 Nov-NOAA
AVHRR(Asia)

anonymous
FTP

reflectance, temp.,
NDVI, SST

10day composite1983 Jan-NOAA
AVHRR(Japan)

anonymous
FTP

reflectance, temp.,
NDXI, SST

10day composite2001 May-Aqua/Terra
MODIS(EAsia)

anonymous
FTP

reflectance, temp.,
NDXI, SST

10day composite2001 May-Aqua/Terra
MODIS(Asia)

MediaProcessing levelData typePeriodSensor

50N120E-20N150E 80N50E-20S170E 50N124E-30N146E 40N70E-10S130E

1

2

3

4

4321
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Compositing algorithm
 AVHRR - NDVI and thermal criteria followed by minimum scan angle

method (NTMinS) [Lei, 2001]
 NDVI of cloud is lower than normal pixel.
 Thermal value of cloud is cooler than normal pixel.
 The smaller scan angle is, the better the spatial resolution is.
Reference:

Lei, L., and Yokoyama, R., 2001. Development of AVHRR 10-day composite
over the whole Asia (in Japanese with English abstract). J. Remote Sens.
Soc. Japan, 21(2), 168-178.

 MODIS - Thermal criteria followed by minimum blue method (TMinB)
[Takeuchi, 2004]
 Blue channel is subject to atmospheric effects.
 Cloud shadow is cooler than fine pixel.
 Not only vegetation but also water and soil mixture are better represented.
Reference:

Takeuchi, W., and Yasuoka, Y., 2004. Development of compositing
algorithms for MODIS data (in Japanese with English abstract). J. Japan
Photogramm. Remote Sens., 22-32, 42(4).
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NOAA AVHRR cloud-free composite
East Asia Southeast Asia Whole Asia

Ref. /
B. T.
(Ch.1-5)

NDVI

SST

1983~2005 1997~2005 1998~1999
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Aqua/Terra MODIS cloud-free composite
East Asia Southeast Asia

Ref. /
B. T.
(Ch.1-7,31,32)

NDVI, NDSI,
NDWI

LST, SST

2001~2005 2001~2005
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MODIS EAST ASIA MOSAICS
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MODIS SE/S-ASIA MOSAICS
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Online FAQ for users
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MODIS Sample Data CDROM
Received @ IIS, U-Tokyo
Oct. 15th, 2001 A.M. 11:00(JST)

Freely available via the Internet
ftp://yasulab.iis.u-tokyo.ac.jp/

•250m - Ch.1-2
•500m - Ch.1-7
•1000m - Ch.1-36
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Usage statistics of WWW

Earthquake cloud site open

Online delivery start

Paper published at JSPRS

10-days composite, NDVI, SST release 
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Usage statistics in detail

 50 % are from university or national institutes.
 30 % are from foreign countries in Asia
 20% from Google or yahoo!!

Private company (5%, both domestic and foreign contry)
Search engine (24%, google, yahoo)

Foreign country (19%, Thailand, Malaysia, Korea, France, Russia,
USA, Taiwan)

Foreign country (22%, Thailand, Singapore, Korea, USA, Netherlands,
Canada, Germany, France)
Search engine (20%, google, yashoo)
Japan (52%, Hiroshima-U, Kagoshima-U, JAXA, Tohoku-U, Kobe-U,
U-Tokyo, RESTEC)

WebMODIS
(MODIS)

Private company (11%, both domestic and foreign country)

Japan (47%, Kyoto-U, Tohoku-U, U-Tokyo, Nihon-U,  JAXA,
RESTEC)

WebPaNDA
(AVHRR)

AccessServer
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Lessons learned from users

 A user to quick look system not always submits a job to deliver
or download data
 Data delivery request is not much; 300 scenes/300,000 access (AVHRR),

100 scenes/100,000 access (MODIS).
 It does not always provide enough information on applications.

A system failure hinders users’ access on WWW
 No idea how to submit a job on WWW or no response from the server.
 WWW users are prone to give up with less efforts on data handling.

 System maintenance is a time-consuming job
 Feedback or acknowledgement from users can be a strong motivation or

incentive for system engineers.
 Human resources is the most important point to keep up a system from a

long term point of view.
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Mission on DB station

Safety net with multiple data receiving but not
much connection to share know-how
20 or mote NOAA AVHRR station in Japan; JMA, Tohoku-

U, MAFFIN, Chiba-U, UT, Tokai-U
5 or mote Aqua/Terra MODIS station in Japan; JAXA, Tokyo

Info-U, UT, Tokai-U

Quick data delivery is required for DB station from
the users communities
MODIS are available from DAAC/GSFC at near real-tome

(12-hrs Terra, 48-hrs Aqua)
AVHRR are not available at near real-time fashion on LAC.

Provide data smoothly and flexibly on users request
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Concluding remarks

• Online processing and delivering of AVHRR and
MODIS data is introduced.

• Data distribution via WWW or FTP is developed at
considerably low cost to make the use of open
source software.

• Quick look image will be expected to work as a
rapid monitoring system.

• Local  data distributor should live up to the needs
or expectations of local data users with a view to
NPP/NPOESS era.
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Appendix – useful online data

DAAC NASA GSFC (MODIS data)
http://daac.gsfc.nasa.gov

Aqua / Terra MODIS processing system on WWW
http://webmodis.iis.u-tokyo.ac.jp/

NOAA/AVHRR processing system on WWW
http://webpanda.iis.u-tokyo.ac.jp/

MODIS cloud-free composite imagery
ftp://webmodis.iis.u-tokyo.ac.jp/

AVHRR cloud-free composite imagery
ftp://webpanda.iis.u-tokyo.ac.jp/



Thank you for attention!!

Photo at Phitsanulok (2004 Feb.)



CEOP Centralized Data CEOP Centralized Data 
System and integrated System and integrated 

analysis toolsanalysis tools
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3) Center for Spatial Information Science, Univ. of Tokyo3) Center for Spatial Information Science, Univ. of Tokyo

11th CEReS International Symposium, 13th Dec. 2005



OutlineOutline

Background 
Introduction of CEOP
CEOP Centralized data system
Integrated data analysis tools
Future challenge of the CEOP 
centralized data system



July 13, 2004  Niigata, JAPANPrecipitation (RADAR-AMeDAS)

GMS-IR1 (Brightness Temp.)

Photos from “Report of Water - Related Disaster in 2004” (Japan River)

How was such rainfall 
system generated?

How was global 
conditions?

Why such a 
severe floods?

Regional scale condition

Analysis of Large scale data

CEOP Centralized Data System
Integrated use of:

In-Situ obs. Data
Regional & Global Satellite Data
Global Model Output…

+Integrated data analysis with 
huge amount of data

Local and Meso-scale condition



Coordinated Enhanced Observing Period

A Prototype of the Global 
Water Cycle Observation 

System of Systems

Three Unique Capabilities



Coordinated Enhanced Observing Period

A Well Organized Data Archive System

Data 
Integrating/Archiving 

Center at University of 
Tokyo and JAXA of 

Japan

Model Output Data Archiving 
Center at the World Data 

Center for Climate, Max-Planck 
Institute for Meteorology of 

Germany

In-Situ Data Archiving 
Center at UCAR (University 

Corporation for 
Atmospheric Research) of 

USA

Three Unique Capabilities



Architecture of Architecture of 
Centralized Data Integration SystemCentralized Data Integration System

HTTP Server

Storage Management System

Data Integration Engine

Hierarchical
Storage
Management

User

Web Browser / Client Application

DBMS

User Space



Request and Data FlowRequest and Data Flow
-- Retrieval Retrieval --

HTTP Server

Storage Management System

Data Integration Engine

Hierarchical
Storage
Management

User

Web Browser / Client Application

DBMS

User Space



Request and Data FlowRequest and Data Flow
-- Visualization Visualization --

HTTP Server

Storage Management System

Data Integration Engine

Hierarchical
Storage
Management

User

Web Browser / Client Application

DBMS

User Space



July 13, 2004  Niigata, JAPANPrecipitation (RADAR-AMeDAS)

GMS-IR1 (Brightness Temp.)

Photos from “Report of Water - Related Disaster in 2004” (Japan River)

How was such rainfall 
system generated?

How was global 
conditions?

Why such a 
severe floods?

Regional scale condition

Analysis of Large scale data

CEOP Centralized Data System
Integrated use of:

In-Situ obs. Data
Regional & Global Satellite Data
Global Model Output…

+Integrated data analysis with 
huge amount of data

Local and Meso-scale condition



3D Data Visualization System at Univ. of Tokyo

Development of a 3D Data Visualization System

•Tool for mesoscale analysis
•Asia Area (10N-50N, 70E-150E)
•Cutting out arbitrary surface from 3D data
•Displaying multiple 3D data in virtual reality space
•Web interface with easy treatment

3D data

Longitude
Latitude

hP
a

Resampling
Visualization on VRML



3D Data Visualization System at Univ. of Tokyo

Demonstration:
Heavy Rain in Niigata and Fukui in 2004

2004/07/09-2004/07/14
Water vapor [gm/kg_dry_air] of AIRS products
•AIRS (Atmospheric Infrared Sounder) on Aqua Satellite
•28 pressure levels
•Arbitrary surface (Shaded contour plot)

Geopotential height [m] of NCEP/NCAR reanalysis data
•17 pressure levels
•Contour line



3D Data Visualization System at Univ. of Tokyo

AIRS Products

Period

Visualization type
(slide or animation)

Points on arbitrary surface 
(latitude, longitude)

Coverage of this tool
(10N-50N, 70E-150E)

NCEP/NCAR Reanalysis data 
on each pressure level
(geopotential height, wind)

Data Selection Page



Correlation Coefficient Analysis toolCorrelation Coefficient Analysis tool
Spatial Filtering Analysis System Spatial Filtering Analysis System 

for Huge Volume Data of Water Cycle Change for Huge Volume Data of Water Cycle Change 

High dimensional Information ExtractionHigh dimensional Information Extraction
Using Integrated Data visualization and Analysis SystemUsing Integrated Data visualization and Analysis System



Correlative Analysis System Correlative Analysis System 
of Climate Anomaliesof Climate Anomalies

•Select Base data

•Select target data to analyze 
the correlation

•Define the period of 
correlation analysis(to cut-off 
the time sequential data)

•Define the time lag

•PURPOSE=Search the 
correlation between the base time 
sequential data and other various 
kind,area,time  of data.

•After processing, whether 
the system notice to user by 
e-mail or not

•Define the area of base date

•Base area for correlation

•To input Threshold of 
correlation value for 
display the result

Example:Mar.11-20,1981
dataA dataB,C,D
Time lag： -1 ～+2



Comparison of time lag

C
om

pa
ris

on
 o

f d
at

a
•Red: positive 
correlation
•Blue: negative 
correlation

•Choose favorite result

Result (1)Result (1)



•Time sequential information of base data

•Interesting area

•Time sequential info of clicked point

Result(2)Result(2)



Result(3) Result(3) 



Precipitation (RADAR-AMeDAS)

Synoptic and Global 
scale conditions

Regional scale 
conditions

Local and Meso-
scale conditions

CEOP Centralized Data System
Integrated use of:

In-Situ obs. 
Regional Satellite
Global Satellite
Global Model Output…

Ｕｐ to now
For Research Purpose.

From now
For Social Benefits.
But how?

Photos from “Report of Water - Related Disaster in 2004” (Japan River)



River Discharge

Time

D
is

ch
ar

ge

Centralized Data System

General Circulation Model

DHM

Information for General Citizens

4DDA4DDA

Improved dataImproved data

Regional/Meso Model

Observation dataObservation data

Improved dataImproved data

Accurate PredictionAccurate Prediction

Centralized Data System ~from now~

4DDA4DDA

Satellite data

In-situ data

Future Target:Future Target:
Collaborative activity of 
model predictions and 
centralized data system

Improved predictionImproved prediction



SummarySummary
CEOP centralized data system realizes 
visualization and data analysis of multi-scale, 
various and huge amount of data (In-situ, 
satellite and model output).
CEOP centralized data system has been 
developed mainly for research purposes. From 
now, such a data integration system should 
aim to social benefits. 
For that purpose, an ongoing challenge 
(cooperation of meteorological/hydrological 
modeling and data management system) is 
one possible prototype of next “MultiMulti--scale scale 
Data/Information FusionData/Information Fusion”.



Thank You.Thank You.



TRMM PR, its possibility and limitation
for the global mapping of precipitation 

Masafumi Hirose
JAXA/EORC

The 11th CEReS Int. Symp. On Remote Sensing, 13 Dec 2005



Topics

0.  What is TRMM PR?

1.  The unique strengths of the observation

2.  The sampling issue for the global mapping of precipitation

3.  Spatiotemporal features of rainfall by 8-year data

4.  Rainfall map in view of  “Precipitation system climatology”

5.  Remaining issues on the precipitation retrieval



Swath width  215 km 

(247 km after the boost)

Sampling volume
4.3 km × 4.3 km × 250 m  at nadir
(5 km × 5 km × 250 m after the boost)

Vertical cross section of rainfall rate

Surface Clutter

Rainfall rate near the surface

13.8 GHz

0. What is TRMM PR?

Period: 1997/12-, 8yrs
Area: 36S-36N
Main dataset: 2A25, v.6
Main data: Z, Rainfall rate
Datasize: 780 GB (compressed)

12.5 TB (original)

It is the only
Precipitation Radar 
in space.



• Global 3-D observation of precipitating echo

- provides homogeneous dataset
over land and ocean

- improved the algorithm of 
the precipitation type required for 
specifying the drop-size distribution

- collected a number of precipitation 
profiles which is indispensable to the 
conventional retrievals by using 
remotely sensed proxies

1. The unique strengths of the observation



cont’d

• Attenuation correction
- is developed by utilizing the path integrated attenuation

• Non-sun-synchronous orbit
- makes the statistics more accurate by sampling various 
developing stages (i.e., the diurnal cycle) of convective activity

• The combination of the multiple sensors on the same platform

- enabled us to examine data characteristics of the radar together 
with other sensors such as the microwave radiometer (TMI)



1-10th 11-20th 21-31th 1-31th

0-6 LT

6-12 LT

12-18 LT

18-24 LT

The number of samples over 0.1-deg-box during August 1998

We are not data rich for any given month. The frequency is about
12 to 60 times per a month. The sampling bias should be kept in 
mind for one-month data.

2. The sampling issue for the global mapping of precipitation



A number of samples are required to understand the features of 
precipitation systems which exist in various spatiotemporal scales. 
The 8-year data is of great utility in the study of regional and 
diurnal variations of precipitation.

The sampling retains 
the local time bias for 
any given month. 

The minimum number 
of hourly samples is 
significantly increased 
by using the eight-year 
data. 

×1.4 

×8 

7 yrs

8 yrs

3 yrs

Reduction of the uncertainty by using multiple-year data



Rain frequency in August
1998 1998-20051998-2000

%

TRMM PR data are becoming climatologically significant and reliable 
data. The eight-year data accumulation has greatly benefited for global 
and regional understanding of precipitation systems, rare events, the 
intraseasonal variation, and so on.

1yr 3yr 8yr

3. Spatiotemporal features of rainfall by 8-year data

Impact of long-term data accumulation



Local Time

R
ai

nf
al

l

Time of maximum rainfall with consecutive 
positive anomalies for more than three hours 
is assumed to be reliable as the significant 
diurnal features. <Dark color>

Poor diurnal signature due to few precipitation 
samples. <Light color>

Time of the maximum rainfall at each 0.2-degree grid for JJA

19981998-20001998-2005
ALL SEASON 1998/01-2005/09

Time of the 
significant peak

LT

Increased possibility in detection of the diurnal signature



Definition of the meaningful 
signal of the diurnal cycle:

A: temporal continuity
B: same as A but over Tibet
C: same as A but over the 

southeastern Atlantic
D: same as A but for JJA
E: spatial and temporal 

continuity

The percentage of significant features of time of maximum rainfall

The occurrence frequency of “the significant diurnal signal” over the global 
tropics is still increasing year by year according to the increase of the 
sampling. TRMM will be on orbit at least until 2009. There should be further 
examined the increasing possibility and limitation in utilizing the dataset.

Tibet

36S-36N

The Atlantic



Time of maximum rainfall over Asia 1998/01-2005/09, 0.1 deg.

LTTemporally 
continuous 
peak time

LT

Time of maximum rainfall around Japan.

LT

Time of maximum rainfall over the maritime continent

LT

Time of maximum rainfall over Australia

LT

Time of maximum rainfall over the Central America

LT

Time of maximum rainfall over South America

LT

Time of maximum rainfall over Africa

LT



1998-2002

Seasonal variation of rainfall

Beyond more accurate estimates of rainfall, the climate variability 
will be further understood as conglomerates of precipitation systems.

The total rainfall amount is
the sum of the individual 
pixel rain intensities which 
are grouped into the 
precipitation system.

4. Rainfall map in view of  “Precipitation system climatology”
The terminology is named by K. Nakamura



Spatial distribution of scale-based precipitation systems

June 1998-2000

The eight-year observation captured millions of 
precipitation systems all over the globe. 

Size of contiguous rain pixels

mm/day

Rainfall



Time of max R for JJA

Medium systems

Large systems

Small systems

All systems

(< 102 km2)

(102-104 km2)

(> 104 km2)

Diurnal variation of rainfall and the number 
of precipitation systems over inland India

DJF: Thick solid lines
MAM: Thin solid lines
JJA: Thick dashed lines
SON: Thin dashed lines

Clear contrast between 
early-afternoon rain 
over land and morning 
rain over ocean.

The peaks over land
shift later.

Large systems show 
the geographical 
pattern more clearly.

LT

Impact of the Scale-Based Systems in Rainfall

1998-2003

Hirose and Nakamura (2005)



The global and regional understandings 
of precipitation properties will deepen 
from the further data accumulation
and a diversity of researches.

Precipitation system climatology:
Diurnal variation in view of precipitation features: Nesbitt and Zipser (2003)
Statistics of precipitation features: Cecil et al. (2005)
Cluster analysis of precipitation profiles:  Boccippio et al. (2005)
Precipitation type classification: Katayama and Takayabu (2004)
Prevailing precipitation systems: Hirose and Nakamura (2005)



5. Remaining issues on the precipitation retrieval

Adequate “truth” of global map of rainfall is in the absence. 
Reduction of differences, about 5 %, between TRMM PR and 
TMI has been discussed by evaluating each data characteristics.

Major possible error sources:
• Regional variation of the drop size distribution
• Radar calibration
• Uncertainty of path-integrated-attenuation
• Non-uniform-beam-filling effect
• Profiles in the surface clutter ranges
• Attenuation by cloud and water vapor
• Kind of solid precipitation particles
• Temporal variation of the freezing level



Uncertainty in the surface rainfall estimates
TRMM PR at nadir has vertical resolution of 250 m and the lowest level of 
meaningful data is about 500 m height. In the latest version, surface rainfall is 
estimated by assuming several constant slopes of dBZe.

Near-surface rainfall 
(NSR)

Estimated surface rainfall 
(e_SurfR)

Slopes based on the 
WPR measurement:
0 dB/km except for 
stratiform rain over land 
(-0.5 dB/km)

JJA 1998-2000 mm/day

e_SurfR < NSR

Difference between e_SurfR and NSR In average, e_SurfR is 2 % 
smaller than rain at 500 m 
level due to the slower 
terminal velocity near the 
surface.

The adequacy of the 
assumption is in controversy.

Vertical cross section of rainfall rate



SR2

SR2-NSR

mm/day

JJA 1998-2000

Slope around 1 km height does not always exhibit the negative 
gradient unlike the assumption in V.6.

Another estimate of surface rainfall was done by 
utilizing the profiling capability of TRMM PR.
The “SR2” was extrapolated by a linear 
regression of rainfall rates around 1 km above 
the surface.

Rainfall rate

H
ei

gh
t

Downward 
increasing

Downward 
decreasing

1 km

SR2



Difference from NSR
e_SurfR-NSR:

-3.1 %
SR2-NSR:

0.3 % 

Global tropics

-5.2 % 
1.7 % 

Land ±30

-2.3 %
-1.0 % 

Ocean ±30

-2.7 %
4.7 %

Altitudinal differences of averaged rainfall

There is few statistics of the vertical gradients 
below the level of 1 km. With the collaboration of 
other ground-based observations, some kind of 
model is needed, considering the regional variation 
of the precipitation type.

SR2

SR2

SR2

SR2
Winter midlatitudes



Conclusions

The long-term data accumulation enabled us to 
examine more accurate rainfall at various temporal 
and spatial scales and the constituents of a particular 
climatic regime as being congregations of various 
precipitation systems.

Furthermore, the comprehensive and interdisciplinary 
discussions are needed for further scientific and 
algorithm benefits.



Extra slides follow
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Rainfall A and B are 
calculated without and 
with considering on the 
diurnal effects, respectively.

Rainfall B [mm/day]

August 1998-2005
1 deg. grid

The bias due to 
the diurnal variations 

of samples and rainfall

In August over Tibet, the maximum number of samples and rainfall are 
in phase in the afternoon, hence 10 % overestimates were exhibited. By 
using long-term data, accurate monthly rainfall based on the hourly 
rainfall can be obtained.

Rainfall A [mm/day]

(A-B)/B

Importance of the sampling in hourly scale



DJF

MAM



JJA

SON



LT

0.2 degree box
Time of maximum rainfall   1998/01-2005/09

Spatial homogeneous feature:
1 degree

0.2 deg.

Def. More than 50 % of the surrounding grids preserve time 
of maximum rainfall within 2 hours. 

Time of 
the significant peak in the spatial and temporal scale

Eight-year data accumulation gives opportunities to investigate 
spatiotemporal variation of rainfall in less time in fine scale.



Spatial distribution of medium (102-104 km2) and large (>104 km2) precipitation systems

JJA
1998-2003

Shadings:
The number of 
medium systems
Circles:
Large systems



The simple validation of global rainfall map could not be simply
assessed since various volumetric microphysics therein have the 
uncertainty in surface-rainfall estimates from the ground and space.  

The retrieval method has been sophisticated by the own quality 
database not only for the spaceborne radar but also for other 
instruments such as the microwave radiometers and ground-based 
radar.

Long-term data accumulation allows for a better climate-oriented dataset, 
requiring further understanding of precipitation properties at various 
spatial and temporal scales

Beyond more accurate rainfall estimates, understandings of precipitation 
systems make possible interpretation of the precipitation climatology 
and the mechanisms therein more specifically.

Some new insights and enhanced issues



Microwave Remote Sensing Laboratory, Dept. of Electrical & Computer Engineering

  Fundamental Sensitivity

  Error Sources

  Design Tradeoffs

Constraints on the Global 
Measurement of Vegetation 

Structure Using L-band 
InSAR



Microwave Remote Sensing Laboratory (MIRSL)
University of Massachusetts, Amherst



What MIRSL Does
Design and build microwave instruments for studying the environment

Why Microwaves??

 •  coherent control

 •  unique perspective

 •  day/night operation, robust in various weather conditions



Interferometry & 
Ocean Currents



Scatterometry & 
Hurricanes



http://esto.nasa.gov

Objective

Key MilestonesApproach

Advanced Performance Ku- and Ka-band Dual-Downconverter

Entry TRL = 3, Exit TRL = 5

• To build Ku- and Ka-band Dual-Downconverters (DDCs) 
suitable for use in spaceborne interferometric radar 
applications.
Description
•  20 MHz BW  • ~70 dB gain   • 4.5dB NF
•  < 0.3 dB amplitude variation about best linear fit
•  < 50 mdeg RMS relative phase accuracy over BW
•  symmetric design aids in thermal stability
•  parts layout and PWB construction designed to aid in 
testing of subunits. Two-channel, dual-downcoverter and a Ku-band 

intefermetric radar conceptualization

• Test Ku-band breadboard model to guide 
construction of Ku-band DDC
•  Use Ku-band DDC to guide development of Ka-
band DDC 
•  Low thermal expansion materials used to maintain 
thermal stability
• characterized amplitude and phase stability 
between –10 and 50 deg C using a thermal chamber
•  Stringent demands on testing accuracy will be 
met by recently developed measurement techniques

Two-channel DDC Ku-band Interferometer

Millimeterwave Hardware Development
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JAXA/ALOS

7

Launch Date: January 19, 2006!!

Three instruments:  AVNIR-2, PRISM, & PALSAR 



JERS-1 Mapping of Global Forests
•  Geographic Locations


 
Siberia, Africa (Congo), Asia, Brazil (Amazon)
• International Colaborations

ESA, NASA, NASDA

 GRFM:  Global Rain Forest Mapping
 


 GBFM:  Global Boreal Forest Mapping
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ALOS Kyoto & Carbon Initiative
Forest & Landcover Theme:  Systematic Observations on a Global Scale at 

High Resolution of the World’s Vegetated Regions

Measurement planning, data 
collection

Processing, mosaicking, data 
fusion

Quantitative estimation of 
target characteristics

Building Blocks

9
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In any given year, tens of billions of tons  of carbon move between the atmosphere, hydrosphere, and 
geosphere. Human activities add about 5.5 billion tons per year  of carbon dioxide to the atmosphere. 
The illustration above shows total amounts of stored carbon in black, and annual carbon  fluxes in 
purple. (Illustration courtesy NASA Earth Science Enterprise) 

10



Interferometric 
Correlation

Volumetric 
Correlation

InSAR
“Height”,
density…

“Height” to 
Biomass

conversion

Biomass to 
Carbon

Lidar Profile Lidar Height
Profile

Lidar
“Height”,

height of median
energy, etc.

“Height” to 
Biomass

conversion

Biomass to 
Carbon

Backscatter 
measurement

Vegetation
Backscatter

Diameter at 
Breast Height, 
density, etc.

Backscatter to
Biomass 

conversion

Biomass to 
Carbon

Measurement
Technique

Calibrated Target
Measurement

Physical
Interpretation

Physical
Interpretation

Relation to 
Spatial Carbon
Distribution

Measurable Science GoalModeling; Intermediate Results

Destructive
Sampling

Dry/Wet 
Weight Biomass --- Biomass to 

Carbon

Techniques for Measuring Carbon Stored in Vegetation
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ALOS/PALSAR Kyoto and Carbon Cycle Initiative

operating 
region

instrument parameters

12
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Radar and 
Optical 

Signatures of 
Forests

13
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Using Microwaves to Measure Forest 
Biomass and Carbon Stocks

14
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observed 
electric field

antenna gains and
free space losses

range and azimuth
weighting functions

attenuation losses

backscatter power

Backscatter Signature of Volume Scattering

€ 

E1
2

= A4 Wr
2Wη

2e−κz / cosθ fbi
2

i
∑

€ 

E1
2

= A4 Wr
2

vol∫ Wη
2e−κz / cosθ ρ(z) fb

2 d3r
Average over looks

density
15
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Backscatter vs. Biomass Curves

Data from Imhoff, M.L., “Radar Backscatter and BiomassSaturation: Ramifications for 
Global Biomass Inventory,” IEEE Trans. Geosci. Rem. Sens., 33(2):511-518, 1995. 

16
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Interferometric 
Signatures of 

Forests

18
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E 1

Im{E}

Re{E}

Interferometry to resolve look angle 
ambiguities

θ

H

E 1

B
E 2

z

E 2

E 1E2*

Im{E}

Re{E}φ

range to target

€ 

z = H − ρcos ξ − sin−1 λφ
a2πB
 

 
 

 

 
 

 

 
 

 

 
 

€ 

θ = sin−1 λφ
a2πB
 

 
 

 

 
 
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Tree Height Estimation from Radar Interferometry

terrain height, h

path length
difference, f

Altitude
H

Path length difference can be used to resolve positional ambiguity 
and determine the height of the terrain.  Accuracy is on the order 
of meters, with a 25m resolution

When the signal return comes from 
multiple heights, a unique signature is 
observed by the interferometer

h = H − ρcos sin−1 λφ
4πB
 
 

 
 

 

 
  

 range to 
target, r

baseline, B

20
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Interferometric Modeling

€ 

E1
2

= A4 Wr
2

vol∫ Wη
2e−κz / cosθ ρ(z) fb

2 d3r

Single Antenna Backscatter

height dependent
phase term

€ 

γ = E1E2
* = A4 e− ikz zWr

2
vol∫ Wη

2e−κz / cosθ fb
2 d3r

Two Antenna Interferometry

21
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Interferometric Data Products

DEM from Interferometry Correlation Map

€ 

γ obs = γ obs e
iφobs = γ volγ tempγ SNRγ geom

22
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Derivation of a first order approximation or metric

€ 

γ vol = eikzhv / 2sinc kzhv / 2

€ 

γ vol = γ vol e
iφ vol =

σ(z )eikzzdz∫
σ(z )dz∫

€ 

f (z ) =
σ(z )
σ(z )dz∫

€ 

γ vol = f (z )eikzz∫ dz

€ 

hv ≈
24
kz
2 1− γ vol( )

€ 

lnγ vol = κn
(ikz)

n

n!n=0

∞

∑

  

€ 

lnγ vol ≈ µikz − µ 2kz
2 / 2!−µ 3ikz

3 / 3!+κ4kz
4 / 4!+K

€ 

µ n = z − µ( )n f (z )dz∫

€ 

lnγ vol = ln γ vol + iφvol

€ 

φvol = µkz

€ 

ln γ vol = −µ 2kz
2 / 2

€ 

µ 2 ≈
−2
kz
2 ln γ vol

€ 

µ2 =σ 2 = hv
2 /12

assume uniform 
vertical scattering 

profile

assume uniform 
vertical scattering 

profile

hv

f(hv )

densit
y

power

net

uniform vertical 
scattering profile
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Slicer Tree Height vs. 
GeoSAR Tree Heights based 

on X-band Correlation 
Magnitude 

X-band RCS

Slicer and GeoSAR Tree Heights

24
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Calibration
• Need for a well calibrated signal

– understand error sources
– provide ability to unwrap desired signature from other observational 

artifacts.

€ 

γ obs = γ volγ SNRγ geomγ temp

•  Observed correlation is modeled as the combination of a variety of 
sources

€ 

γ vol =
γ obs

γ SNRγ geomγ temp
= f (hv )

€ 

hv = f −1(γ vol )

25
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InSAR Error Sources
• Total observed correlation arises from a combination of several sources.

€ 

γ obs = γ volγ SNRγ geomγ temp

26

•  Geometric Decorrelation

Δf

BW f

€ 

γ geom ≈1− c Bcos(θ −α)
2 BW r0 λ tan(θ − τ y )€ 

Δf =
c Bcos(θ −α)

2  r0 λ tan(θ − τ y )

€ 

γ SNR =
S

S(1+α) + Nth

•  Thermal Noise

signal only

Re {γ}

Im {γ}

phase error

signal plus noise

total power
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SIR-C, one-day repeat L-band over Raco, Michigan
Decorrelation likely due to a weather event occuring between observations

0

1

27

Temporal Decorrelation
•  Caused by scatterer motion between repeat-pass observations

correlation temporal decorrelationbackscatter



35m/s

Temporal Decorrelation

Sun Synchronous Repeat Orbits

Slide courtesy of Tomas Martin/JPL
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System/Measurement Design

• Look Angle
• Baseline Length
• Altitude or Range
• Frequency (wavelength)
• Management of Measurement Errors
• Observing Strategy

baseline, B

θ
R

29

Build an Error Model to take into account statistical uncertainty



Paul Siqueira, Slide #  

Approach to System/Measurement Design

• Explore the effects of changing baseline, B, and look angle, θ, on the 
estimate error.

kz too 
large

kz too 
small

Interferometric
Phase, φ

2π

unwrapped phase

height range
of vegetation

Topographic
Height, z

ambiguous 
height, 1/kz

measurement
errors

slope of line is set by the 
sensitivity of interferometric 

phase to height

30
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Choose kz to maximize signal and minimize errors

γvol
40m volume

γvol
20m volume

γvol
10m volume

γvol
5m 
volume

γsurface

γSNRγgeom

max baseline for 28 MHz BW L-band 
signal (ALOS/PALSAR) set by upper 
limit to decorrelation

de
co

rr
el

at
io

n,
 1

-γ

vertical wavenumber, kz

•
 large baseline desired to 
maximize sensitivity to 
volumetric decorrelation


 (short volumes have small 
decorrelation signatures)

•
 maximum baseline is 
limited by 

–
 loss of signal due to 
the wavenumber shift 
(Prati filtering)

–
 maximum 
decorrelation 
allowable for phase 
unwrapping (γ=0.4)

•
 simple volumetric model 
used to demonstrate this 
tradoff in figure at left.
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Some Comparisons
• Observational characteristics for various interferometers can be 

compared with a proposed InSAR observation that would be sensitive to 
vegetation

Sensor Altitude 
(km)

θ, α

(deg)
Β, λ

(m)
kz

(rad/m)

hambig

(m)

BW, Bcrit

(MHz, m)

GeoSAR X 10,000 45, 0 2(2.6), 0.03 0.08 160 160, 230

GeoSAR P 10,000 45, 0 2(20), 0.87 0.02 310 160, 6500

AIRSAR C 10,000 45, 65 2(2.5), 0.056 0.05 120 40, 85

SRTM 230,000 40, 45 60, 0.056 0.03 240 10, 600

DLR - L 3,000 39, 0 2(15), 0.24 0.24 27 100, 260

ALOS/PALSAR 700,000 35, 0 2(800), 0.24 0.07 90 28, 13400

32
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ALOS/PALSAR Kyoto and Carbon Cycle Initiative

operating 
region

instrument parameters

33
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~800 m
equatorial
baseline

ALOSALOS 46 
days later

Repeat Pass Cross-Track Baseline

34
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Implementation Issues

small thrust 
applied during 

equatorial 
crossing

• Baseline changes as a function of latitude

• Very small amount of lateral thrust (<0.001 m/s) applied to 
spacecraft at equator crossing to achieve “time of day” shift in 
crossing.

minimum baseline

operating regime

35
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Fully Polarimetric or only Co-pol/Cross-pol??

• Fully Polarimetric:  Increases data rate, increases 
range ambiguities, decreases swath

36

• Dual-polarization: does not require sharing of 
aperture, may have similar utility
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Research Tasks in Remote Sensing

Physical Model

Instrument

Measurement

EM Theory

Statistics

Hardware

Systems

Science Question

Se
ns

iti
vi

ty

37
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 Conclusions
"Demonstrated InSAR Sensitivity to Vegetation

"Discussed Error Sources Involved in Observations

"Determined “Best” Baseline & Look Angle for ALOS/
PALSAR for measuring vegetation characteristics

"   best baseline is between 500 - 800 m
"   best look angle is between 25 and 35 degrees.

"Greatest Risk is Due to Temporal Decorrelation

"Looking Forward to the Launch of ALOS/PALSAR

38
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Global Coverage  of ASTER Data
And Its Accuracy and Availability

December 13, 2005
The 11th International Symposium on 

Remote Sensing
Chiba University, Japan
Hiroshi Watanabe, ERSDAC
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ASTER VNIR Image with GIS Information
Chiba September,  2005
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Brief Introduction to ASTER
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METI’s Earth Observation Satellite Lineups

ALOS
PALSAR

Sept. 2005
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EOS-AM1(TERRA)

Launched

on December 18th, 1999

at 18:57:40GMT
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What is Terra ?What is Terra ?What is Terra ?
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Orbit of Terra
Orbit  Sun Synchronous

Local time at equator  10:30 a.m.　±15min.

Altitude range  700-737 km (705 km at equator)

Inclination  98.2°±0.15°

 16 days (233 revolutions/16 days)

Distance between adjacent orbits  172 km at equator

Repetition accuracy  ±20 km,3σ
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Terra / NASA
PURPOSES:

(1) To promote research into geological phenomena of 
tectonic surfaces and geological history through detailed 
mapping of the Earth’s topography and geological 
formations.  (This goal includes contributions to applied 
research in remote sensing.)

(2) To understand distribution and changes of vegetation.

(3) To further understand interactions between the Earth’s 
surface and atmosphere by surface temperature mapping.

(4) To evaluate impact of volcanic gas emission to the 
atmosphere through monitoring of volcanic activities.

(5) To contribute to understanding of aerosol 
characteristics in the atmosphere and of cloud 
classification.

(6) To contribute to understanding of the role coral reefs 
play in the carbon cycle through coral classification and 
global distribution mapping of corals.

CORE SENSORS:
- ASTER
Advanced Spaceborne Thermal Emission & Reflection 
Radiometer
- CERES
Clouds and the Earth's Radiant Energy System
- MISR
Multi-angle Imaging Spectro-Radiometer
- MODIS 
Moderate-resolution Imaging Spectroradiometer
- MOPITT
Measurements of Pollution in the Troposphere
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What is ASTER ?What is ASTER ?What is ASTER ?
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ASTERASTER

VNIR
Visible Near Infrared Radiometer
Wave LengthWave Length：： 33 BandsBands＋＋BackwardBackward

0.52 0.52 -- 0.86 0.86 µµmm
Spatial ResolutionSpatial Resolution：： 15 m15 m
Pointing AnglePointing Angle：： ±±2424°°

（（CrossCross--track Directiontrack Direction））

SWIR 
Short Wave Infrared  Radiometer
Wave Length Wave Length ：： 66 BandsBands

1.60 1.60 -- 2.43 2.43 µµmm
Spatial Resolution Spatial Resolution ：： 30 m30 m
Pointing Angle Pointing Angle ：： ±±8.558.55°°

（（CrossCross--track Directiontrack Direction））

TIR
Thermal Infrared Radiometer
Wave Length Wave Length ：： 55 BandsBands

8.125 8.125 --11.65 11.65 µµmm
Spatial Resolution Spatial Resolution ：： 90 m90 m
Pointing Angle Pointing Angle ：： ±±8.558.55°°

（（CrossCross--track Directiontrack Direction））

ASTER sensors

Terra
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Direct Receiving 
System （ＴＢＤ）

・Data Processing
(Level-0→Level-1) 
(Higher Level Product) 
・Mission Operation
(Mission Planning・Command)
・Data Archives and Distribution Pacific Network

TDRS

ASTER GDS

TDRSSUSA

EOSDIS

ASTER Data

User

ATLASⅡ

User

TERRA
ASTER

Product Product
DAR
DPR

Science Data
Engineering Data
Telemetry Data

Command

Activity

Telemetry Data

Expedited Data Set

Products(Level-1 etc.)

Level 0 Data 

DAR
DPR

Japan

Data Flow and Relationship between JAPAN and USA

ＡＰＡＮ

ＡＰＡＮ
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Spatial Resolution Swath # of Bands Stereo Function

(m*m) (km)

ASTER Multi/VNIR 15*15 60 3 ○(along track)

MultiSWIR 30*30 60 6

Multi/TIR 90*90 60 5

Landsat7/ETM+ Multi 30*30# 185 7

Pan 15*15 185 1

SPOT5/HRG Multi/VNIR 10*10 60 3 ○(cross track)

Multi/SWIR 20*20 60 1 ○(cross track)

Pan 5*5 60 1

SPOT5/HRS Pan 10*5 120 1 ○(along track)

# TIR:60*60

Comparison ASTER:Landsat:SPOT

Landsat 5 has a problem in Solar Panels, and Landsat 7 has a 
problem in Scan Line Corrector
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Resolution of ASTER, JERSResolution of ASTER, JERS--1 1 
and LANDSAT      VNIR dataand LANDSAT      VNIR data

ASTER(B,G,R : 1,2,3)ASTER(B,G,R : 1,2,3)
15m15m

JERSJERS--1 OPS(B,G,R : 1,2,3)1 OPS(B,G,R : 1,2,3)
18m18m

ETM+(B,G,R : 2,3,4)ETM+(B,G,R : 2,3,4)
30m30m



2005.12.13 Chiba Univ. Japan
14

LANDSAT

JERS-1

ASTER
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Availability of ASTER Data

•Time between Data Acquisition and 
Data Distribution

•Total Number of Scenes and Degree 
of Repeated Observation
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Unit:
Scenes/day
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Cal. (every 17 days)Cal. (every 33 days) Periodical 
Calibration

SSR Anomaly ICOS Anomaly

Terra/Safehold
ASTER/Safe Mode

SSR Anomaly MODIS
Yaw Maneuver

Deep 
Space CalLunar 

Cal

Cal. + 
maneuver Leonid 

Shower

Leonid 
Shower

ICOS 
Anomaly

ATC Anomaly

Terra
Safehold

The total no. of acquired scenes from Feb. 28th, 2000 to Dec.1, 2005 is 1,073,626

Number of the ASTER data acquisition per day
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-48 hours -27hours -14hours -7hours -2hours 0 +1days

Generate 
N-ODS

Generate
Late Change ODS

Uplink Observation
Target

ASTER GDS

EMOS/EOSDIS

N-ODS LC-ODS

DAR Limit Cloud Evaluation/Latest DAR Limit

20:00GMT
05:00JST

Target
TCC Data

LC Operation (1)
Timeline for Observation Schedule
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Effectiveness of Late Change-ODS Operation

L1 Auto.519236.7% 510340.6%01/5-7

Visual 
Check312036.5%275645.4%00/11-12

No. of 
Scenes

Cloud 
Coverage

No. of 
Scenes

Cloud 
Coverage

Checking 
MethodL/CNo L/C

L1 Auto.52,44535.0% 19,28840.4%02/2-7
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World Coverage Map (Day time)
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World Coverage Map(Night Time)
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Time between Data Acquisition and L1A Generation
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ASTER Obs.

Urgent Obs. Request Scheduled

Standard Level-1 Product 
corrected Radiometric and 

Geometric

0 to 1 day for EDS
3 to 4 days for PDS

Cloud Cover NG

Flow of ASTER Urgent Observation 

0 to 7 days
（Depend on the Location 
of the Target area）

Failed

FTP
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Data Distribution

Statistics
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No. of Registered Users (General Users)
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TOTAL 1419

FY2000 58
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FY2004 297

FY2005 139
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No. of Scenes Ordered (General Users)
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No. of Total Scenes Distributed (Free Users)
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Categorization of General Users

Category Domestic Abroad
Geology, Resources 76 56
Education 257 277
Software 53 6
Civil Engineering 77 5
National,Local Government, NPO 117 131

Remote Sensing & Its Application 29 78
Miscellaneous 30 92
Photogrammetry 38 7
Private 17 9
Environment 23 18
Agriculture 4
Mass Media 19

Total 740 679
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Data Distribution by General User Category

Domestic Abroad

Category
FY2004 or

earlier FY2005
FY2004 or

earlier FY2005
Geology, Resources 2642 759 687 78
Education, Academia 1597 250 673 232
Software 1009 55 1
Civil Engineering 837 107 0 13
State, Local Government, NPO 2145 173 734 207
R/S and Its Application 506 136 733 883
Miscellaneous 166 17 277 271
Photogrammetry 203 77 0 4
Private 13 3 7 1
Environment 155 66 5 9
Agriculture 15 3 0
Mass Media 38 4 0

Total 9326 1650 3117 1698
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General User Distribution by Region

Area
# of

Registration
FY2004 or

earlier FY2005

Europe 120 321 207
Asia 296 1316 944
South America 21 586 14
North and Central America 77 87 28
Oceania 26 340 156
Africa 18 106 14
Middle East 88 361 335

Total 646 3117 1698
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Geometric and Radiometric Accuracy

•Geometric Accuracy
–Geolocation
–DEM

•Radiometric Accuracy
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Line of Sight Vector
Of  Band 3N
(Nadir Looking)

Line of Sight Vector
Of  Band 3B
(Backward Looking)

Cross Point of 
Line of Sight  Vector

Height
WGS84

Terra

ERSDAC

Simplified Explanation of 
DEM Extraction from ASTER Data

55seconds

27.6deg.
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Hardware Setting
– The band 3B data is not only rotated backward direction 
by 27.6 degrees around the pitch axis but also 1.33 
degrees by roll axis to compensate the Earth Rotation. 
This configuration is kept when there is a cross track 
pointing.

– In the Band 3B sensor, there are 5,000 CCDs, and when 
the data is downloaded from the Terra, 4,100 pixel data 
are selected in function of the latitude to compensate 
the Earth Rotation. 

– To keep the pixel size of the Band 3B the same as that 
of the band 3N, the instantaneous field of view is 
designed slightly smaller than that of band 3N. 
( respectively, 21.3 and 18.6 micro radian)  
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Note on B/H
– The band 3B looks at the same location of the Earth 
approximately 55 seconds after the data take by the band 3N. 
A set of the bands 3N and 3B constitutes a stereo pair, from 
which user can see ASTER data stereoscopically, even in Level 
1B data set, with the Base to Height Ratio ( B/H )= 0.6 
calculating as follows ( Fujisada et.al., 1998):  

• tan(arcsin((RE +H)/ RE *sin(27.6))  
where RE and H denote the radius of the Earth and the 
Altitude of the Spacecraft( 6378 km and 705 km at the 
Equator, respectively).

– Note this value of B/H is not necessarily equal to 0.6, but 
slightly changing depending on the relative location of the 
pair pixel. 

– Note the overlap of the Bands 3N and 3B does not cover the 
completely the same location, the coverage of the stereo pair 
is usually slightly less than the coverage of nadir looking 
data, 60 km.  
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Error Evaluation by GCPs for the data of 2003

delta lon delta lat delta h

(m) (m) (m)

Results for all the 90 data

mean 40.75 -11.82 -19.81

std 44.67 11.43 7.65

Results for each scenes

mean 42.86 -10.56 -19.19

std 6.86 5.48 4.12
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Estimated Errors in Longitude Direction(m)
(2003)

Date of Data

Acquisition
Longitude

Estimated

Errors in

Longitude

Direction (m)

2003.9.15 N35 58.2

2003.10.15 N35 38.4

2003.11.15 N35 46.8

2003.12.15 N35 76.3
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Summary of Results of DEM Accuracy Measurement by Comparing with GCP
conducted in FY 2004

lon lat h lon lat h

Tsukuba 14 2004.9.9 -8.583 3.00 NOR 138.69 -12.88 -3.25 5.89 3.47 3.53 7

Saga 10 2004.10.12 2.873 3.00 NOR 129.42 -26.52 -18.28 4.61 3.73 2.86 15

Unzen 4 2004.10.12 2.873 3.00 NOR 130.60 -22.16 -15.96 5.79 6.77 5.61 1

Fujisan 3 2004.10.18 -5.727 3.00 NOR 121.96 -27.21 -8.73 2.60 3.65 4.52 5

Aso 11・12 2004.11.22 -5.729 3.00 NOR 156.77 -20.62 -14.81 5.74 3.61 5.24 15

Kisokoma 7 2004.12.28 -2.826 3.00 NOR 183.62 -12.97 -6.36 7.82 3.20 7.05 10

Mean Value 143.51 -20.39 -11.23 5.41 4.07 4.80

Gain
No. of

GCP

Mean Error [m] Standard Deviation [m]
Site Observation Date

Pointing

(deg)

GCT

Ver.
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Estimated Errors in Longitude Direction
(2004)

Tsukuba 14 2004.9.9 N34/10 138.69 168.1

Saga 10 2004.10.12 N33/20 129.42 144.1

Unzen 4 2004.10.12 N32/50 130.60 145.4

Fujisan 3 2004.10.18 N34/10 121.96 134.5

Aso 11・12 2004.11.22 N33/10 156.77 153.5

Kisokoma 7 2004.12.28 N35/50 183.62 153.5

Site Observation Date Latitude
 Estimated Errors in

longitude direction (m)
Errors by GCP
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Change in errors due to earth nutation 
(Fujisada)
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Validation of ASTER DEM

N35d8m43s、E138d41m3s
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Geo-location accuracy in horizontal direction
Level 1A: no gemetric correction
L1B: System correction applied
L3A: Ortho-rectified

latitude Longitude latitude Longitude latitude Longitude

Tagonoura N35/08/42 E138/41/04 N35/08/43 E138/41/03 N35/08/43 E138/41/03

difference 00/00/01 00/00/01 00/00/00 00/00/00

Top of Mt. Fuji N35/21/37 E138/43/45 N35/21/37 E138/43/38 N35/21/37 E138/43/38

difference 00/00/00 00/00/07 00/00/00 00/00/00

 Level 1B Level 3A Inst.of Geography

In L1B product, only system correction is applied.

In L3A product, geometric distortion caused by the 
elevation is corrected. 

Date of Data Acquisition: 2002/10/04)
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Major Parameters of the three scenes used for 
the geolocation error evaluation

Obs.Date Proc. Level

Proc.Date of

L1A Pointing Ang.

Est, Error by

Elev

Est.Error by

Nutation

030521 L1B 030609 -5.721 155m to W 35m to E

040320 L3A 040406 -5.727 0m 128m to E

040320 L3A 050725 -5.727 0m 0m

Geolocation of Target Point: N37/45/09, W112/52/30

Elevation of Target Point: 1550 m in L3A

Path of the Orbit =38



2005.12.13 Chiba Univ. Japan
44

Error caused by the nutation

L3A Data( Latest Version) L3A ( Older Version )
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Geometric Configuration

to explain error caused by Elevation and Pointing

Earth Ellipsoid
nadir

theta

Terra

correct location nominal location in L1B

West
East

topography

flight direction

shift to the west
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Error caused by Elevation

L3A Data( Latest Version) L1B data
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Study Site Selection and Characteristics
by B.G.Bailey of USGS

• Five sites selected

• Two ASTER scenes per site • Early & recent dates

• Variable terrain

• Multiple pointing angles

Tacoma, WA
Mt. Hood, OR

Drum Mts., UT

Okoboji, IA
Reading, PA
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Horizontal Accuracies by DEM Generation 
System- Phase 2 Results -

All-Scene Average RMSE X, Y
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Vertical Accuracies by DEM Generation System

- Phase 2 Results -
All-Scene Average Z Mean, Z Std Dev
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General Processing Efficiency Table

Average Manual
Software System Production Time Intervention Required
Silcast (SILC) 15-20 min. Virtually None

AsterDTM (SulSoft)        35-40 min. Minimal

LP DAAC (PCI) 2-3 hours Considerable
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• Horizontal and vertical accuracies of four ASTER DEM 
generation systems were thoroughly assessed.

• Processing efficiency also was evaluated for three of the 
four systems.

• In terms of overall accuracy, ASTER DEM’s produced by 
GDS and SILC systems were virtually the same, and they 
were significantly more accurate than DEM’s produced by 
the SulSoft and LP DAAC systems.

• Of the systems evaluated, the Silcast software system of 
SILC was the most efficient.  The GDS system was not 
assessed.

• Based on these results, the LP DAAC should replace its 
production ASTER DEM generation software system with 
the same system used by GDS or with a production version 
of the SILC system. 

Summary & Conclusions
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Radiometric Performance 
--Sensitivity Trend Data--

VNIR

SWIR
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Radiometric Performance 
--Sensitivity Trend Data--

TIR

• The radiometric performance will be kept within the required accuracy
by the database update.
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Radiometric Performance 
--Reprocessing Policy--
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Application using high 
availability of ASTER data

• Global coverage
• High repetition cycle
• Synergism with other sensor 
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Forest Fire in the neighborhood of San
Bernadino, CA, USA, by MODIS

2003/10/29
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Forest Fire in the neighborhood of San 
Bernadino, CA, USA, by ASTER

2003/10/29
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Blue Tide occurred in Tokyo Bay-1
Right 2000/03/29

Below: 2000/10/07

Lower Right: 2000/11/8
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Blue Tide occurred in Tokyo Bay-2
• ASTER VNIR Image of Tokyo Bay, 2000/10/07
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ASTER DEM MOSAIC IMAGE Afghanistan
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Conclusion
• ASTER achieves the high performance of 

data coverage, high speed data distribution, 
high geometric and radiometric accuracy.

• Such performance enables not only the 
application based on the high geometric, 
radiometric and spectral characteristics, but 
also environmental, agricultural and disaster  
monitoring based on the efficient operation.



OverviewOverview

•• The Global Land Cover Validation ReportThe Global Land Cover Validation Report
•• Global Land Cover from SpaceGlobal Land Cover from Space
•• Challenges to ValidationChallenges to Validation
•• RecommendationsRecommendations
•• Example: GLC2000 ValidationExample: GLC2000 Validation
•• Example: MODIS Land Cover ValidationExample: MODIS Land Cover Validation



The GLCV ReportThe GLCV Report



Report ProvenanceReport Provenance

Activity of Global Observation of Forest Cover-Activity of Global Observation of Forest Cover-
Global Observation of Land-Cover ChangeGlobal Observation of Land-Cover Change

(GOFC-GOLD)(GOFC-GOLD)

GLCV
Global Land Cover Validation Sub-subgroup

LPV
Land Product Validation Subgroup

WGCV
Working Group on Calibration and Validation

CEOS
Committee On Earth Observation Satellites



HistoryHistory

•• Outcome of Two Two-Outcome of Two Two-
Day WorkshopsDay Workshops
– JRC Institute of

Environmental
Sustainability, Ispra,
March, 2003

– Boston University
Center for Remote
Sensing, February,
2004

•• Report PreparationReport Preparation
and Iteration, 2004,and Iteration, 2004,
early 2005early 2005

•• Report Publication asReport Publication as
JRC-IES TechnicalJRC-IES Technical
Report, January 2006Report, January 2006



Report ContentsReport Contents
•• IntroductionIntroduction

(Alan Strahler)(Alan Strahler)
•• Issues in AccuracyIssues in Accuracy

AssessmentAssessment
(Giles(Giles Foody Foody))

•• Probability Sampling inProbability Sampling in
Global ValidationGlobal Validation
(Steve (Steve StehmanStehman))

•• Qualitative/DescriptiveQualitative/Descriptive
AnalysesAnalyses
(Philippe (Philippe MayauxMayaux))

•• Validation of LandValidation of Land
Cover ChangeCover Change
(Matt Hansen)(Matt Hansen)

•• Recommendations andRecommendations and
ConclusionsConclusions



AVHRR NDVIAVHRR NDVI

•• AHVRRAHVRR——Advanced Very High Resolution RadiometerAdvanced Very High Resolution Radiometer
19821982––presentpresent

Composited NDVI
February 1992

EDC DISCover Land
Cover Product



SPOT-VegetationSPOT-Vegetation

SPOT-Vegetation
NDVI

GLC2000 Land Cover
Product



MODISMODIS

    January 1–16           April 7–22               July 12–27             October 16–31
                    MODIS Nadir BRDF-Adjusted Reflectance 2001

MODIS Land Cover Product 2001



Future MapsFuture Maps
•• MERISMERIS

– Planned GLOBCover 2005,
JRC, Ispra, 500 m

•• NPOESSNPOESS
– Will have a quarterly land

cover product
– Launch in >2010

•• MODISMODIS
– Prof. Tateishi’s Global Land

Cover Product



NBAR Time TrajectoriesNBAR Time Trajectories



Challenges toChallenges to
Global Land Cover Mapping and ValidationGlobal Land Cover Mapping and Validation

•• Satellite Sensor LimitationsSatellite Sensor Limitations
– Spectral Data Quality
– Geolocation

•• Land Cover Type ModelLand Cover Type Model
– Legend Definitions
– Mixed Pixels

•• Challenges to ClassificationChallenges to Classification
– Variability of Cover Types
– Obtaining Global Training Data
– Registration
– Temporal Change

•• Challenges to Accuracy AssessmentChallenges to Accuracy Assessment
– Accuracy Parameters and Definitions
– Sample Design
– Global Sampling



CalibrationCalibration

•• Instrument calibration is essential to accurate imagingInstrument calibration is essential to accurate imaging
•• Example: Striping in Band 3 (Blue) in early MODIS dataExample: Striping in Band 3 (Blue) in early MODIS data



Atmospheric EffectsAtmospheric Effects
•• Atmospheric correction is also essential for high-quality dataAtmospheric correction is also essential for high-quality data
•• Example: Atmospheric correction of MODIS swath from centralExample: Atmospheric correction of MODIS swath from central

AfricaAfrica



Angular EffectsAngular Effects

•• View angle effects can affect wide-scan imageryView angle effects can affect wide-scan imagery
•• Example: Adjacent MODIS scans and BRDF correctionExample: Adjacent MODIS scans and BRDF correction



GeolocationGeolocation

•• Spacecraft Position andSpacecraft Position and
VelocityVelocity

•• Instrument ImagingInstrument Imaging
ParametersParameters

•• Topographic Height ofTopographic Height of
TerrainTerrain

MODIS (blue); Landsat-simulated MODIS (red)

Scan Control Point Residuals (Adjusted) vs. Time
(Data-days 231-321)
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Land Cover Type ModelLand Cover Type Model

•• Legend DefinitionsLegend Definitions

MODIS—IGBP

GLC2000—LCCS



Mixed PixelsMixed Pixels

•• Mississippi DeltaMississippi Delta——Land-waterLand-water
mixed pixelsmixed pixels



Variability of Cover TypesVariability of Cover Types
•• Arid East Africa, gradations of barrenArid East Africa, gradations of barren––open open shrublandshrubland––closedclosed

shrublandshrubland



Obtaining Global Training DataObtaining Global Training Data

•• Global Training Site DatabaseGlobal Training Site Database——MODISMODIS
•• 2300 Sites2300 Sites—”—”LivingLiving”” Database Database
•• Map shows locations of Landsat scenesMap shows locations of Landsat scenes



Missing DataMissing Data

High Latitudes Cloud Cover in Tropics

Color scale indicates number of missing values, 16-day NBARs
16 176



Accuracy Assessment IssuesAccuracy Assessment Issues

•• Accuracy Parameters and DefinitionsAccuracy Parameters and Definitions
– Overall accuracy
– Per-class accuracies, users’ and producers’
– Standard errors on accuracies
– Fuzzy accuracy

• Some types of errors are more important than others
•• Sample DesignSample Design

– Stratification strategy, e.g., equal samples from each class
•• Global SamplingGlobal Sampling

– Obtaining samples randomly from anywhere on the globe
– Use of high-resolution images and photointerpretation is the

only practical way



Validation ApproachesValidation Approaches

•• Probability Sampling and Accuracy AssessmentProbability Sampling and Accuracy Assessment
– Examples: IGBP DISCover Validation, GLC2000 Validation

•• Use of Training Sites for ValidationUse of Training Sites for Validation
– Example: MODIS Land Cover Product

•• Confidence Observations and MapsConfidence Observations and Maps
– Example: MODIS Land Cover Product

•• Qualitative-Systematic Accuracy AssessmentQualitative-Systematic Accuracy Assessment
– Example: GLC2000 Validation



Report RecommendationsReport Recommendations

• All global land cover maps should have statistically valid
estimates of map accuracy

• Core methods to be routinely applied include :
– Design-based inference
– Probability sampling
– Consistent estimators

• Core methods may be extended to include:
– Validation both during and after map production
– Use of confidence-based quality assessments
– Addition of fuzzy accuracy methods
– Use of qualitative and descriptive methods
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Validation of theValidation of the
GLC2000 Land Cover DatasetGLC2000 Land Cover Dataset

Philippe Mayaux
Institute of Environmental

Sustainability
Joint Research Center, Ispra, Italy
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Qualitative-SystematicQualitative-Systematic
Accuracy AssessmentAccuracy Assessment

• Objectives
– elimination of macroscopic errors and
– improvement of the global acceptance by

the users.
• Systematic descriptive protocol

– each  cell of the map (200x200 km) is
compared with reference material (quick-
looks, local maps…)

• Overall accuracy
– and qualification of errors per cell
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An Example in RussiaAn Example in Russia
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Design-Based StrategyDesign-Based Strategy

• Validation of the global product but sampling units
should cover the different continents.

• Focus on priority classes (forests, wetlands,
croplands) ⇒ stratification

• Landscape complexity taken into account for the
sampling.

• Validation derived from one single sensor dataset,
Landsat

• Deformation of the geographical grid in high latitudes.
• Use of regional experts for interpretation
• The interpretation key follows the classifiers used in

the map production .
• Locational accuracy = 300m =>use of pixel-blocks
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GLC 2000 Global ClassesGLC 2000 Global Classes

CROPLANDS
Cultivated & Managed Areas
Cropland / Tree Cover
Cropland / Other Natural Vegetation

OTHER
Bare Soil
Cities
Snow/Ice

WETLANDS AND INLAND WATER
Flooded Forest
Mangrove
Regularly Flooded Grass- & Shrublands
Water

SHRUBLANDS & GRASSLANDS
Shrubland Evergreen
Shrubland Deciduous
Open-Closed Grassland
Sparse Grassland
Lichen & Mosses

FORESTS
Tree Cover Broadleaved Evergreen
Tree Cover Broadleaved Deciduous Open
Tree Cover Broadleaved Deciduous Closed
Tree Cover Needleleaved Evergreen
Tree Cover Needleleaved Deciduous
Tree Cover Mixed
Tree Cover / Other Natural Vegetation

Non-priority classesPriority classes
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Computation of LC ProportionComputation of LC Proportion

• Priority Classes
– Proportion of priority classes in each polygon

>30% forest     >30% croplands     >10%wetlands
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Computation of FragmentationComputation of Fragmentation

• Landscape Complexity
– Shannon index calculated on the total  number of

classes in the polygon
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StratificationStratification

4 strata

Non - Priority classes
Heterogeneous

Non - Priority classes
Homogenous

Priority classes
Heterogeneous

Priority classes
Homogenous

Stratum

50,488,6268026

5.6%2,809,1808.1%649

25.3%12,794,53827.1%2174

37.9%19,115,19336.6%2936

31.2%15,769,71528.2%2267

%Landsat
area (km2)%Landsat
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Stratified SamplingStratified Sampling

4 strata
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Primary Sampling UnitsPrimary Sampling Units

245 Landsat scenes
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Secondary Sampling UnitsSecondary Sampling Units

• 5 blocks of
3 x 3 km per
Landsat scene

• Centre ± 50km in
X and Y (spatial
autocorrelation)
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Example in South AmericaExample in South America
(Homogeneous Agriculture)(Homogeneous Agriculture)
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Example in South AmericaExample in South America
(Forest + Agriculture)(Forest + Agriculture)



38

Contingency MatrixContingency Matrix

T
re

e 
C

ov
er

, 
br

oa
dl

ea
ve

d,
 

ev
er

gr
ee

n

T
re

e 
C

ov
er

, 
br

oa
dl

ea
ve

d,
 

de
ci

du
ou

s,
 d

en
se

T
re

e 
C

ov
er

, 
br

oa
dl

ea
ve

d,
 

de
ci

du
ou

s,
 o

pe
n

T
re

e 
C

ov
er

, n
ee

dl
e-

le
av

ed
, 

ev
er

gr
ee

n

T
re

e 
C

ov
er

, n
ee

dl
e-

le
av

ed
, 

de
ci

du
ou

s,
 o

pe
n

T
re

e 
C

ov
er

, m
ix

ed
 le

af
 ty

pe

T
re

e 
C

ov
er

, r
eg

ul
ar

ly
 

fl
oo

de
d,

 f
re

sh
 

T
re

e 
C

ov
er

, r
eg

ul
ar

ly
 

fl
oo

de
d,

 s
al

in
e

T
re

e 
co

ve
r 

/ O
th

er
 n

at
ur

al
 

ve
ge

ta
ti

on

S
hr

ub
 C

ov
er

, 
cl

os
ed

-o
pe

n,
 

ev
er

gr
ee

n

S
hr

ub
 C

ov
er

, 
cl

os
ed

-o
pe

n,
 

d
ec

id
u

o
u

s

H
er

ba
ce

ou
s 

C
ov

er
, 

cl
os

ed
-

op
en

 

S
pa

rs
e 

H
er

ba
ce

ou
s 

or
 s

pa
rs

e 

sh
ru

b 
co

ve
r

R
eg

ul
ar

ly
 f

lo
od

ed
 s

hr
ub

 
an

d/
or

 h
er

ba
ce

ou
s 

co
ve

r

C
ul

ti
va

te
d 

an
d 

m
an

ag
ed

 

ar
ea

s

C
ro

pl
an

d 
/ T

re
e 

C
ov

er
 / 

O
th

er
 n

at
ur

al
 v

eg
et

at
io

n

C
ro

pl
an

d 
/ 

S
hr

ub
 a

nd
/o

r 
gr

as
s 

co
ve

r 

B
ar

e 
A

re
as

W
at

er
 B

od
ie

s 
(n

at
ur

al
 &

 

ar
tif

ic
ia

l)

S
no

w
 a

nd
 I

ce
 (

na
tu

ra
l 

&
 

ar
tif

ic
ia

l)

A
rt

if
ic

ia
l s

ur
fa

ce
s 

an
d 

as
so

ci
at

ed
 a

re
as

T
ot

al

P
ro

du
ce

r'
s 

ac
cu

ra
cy

Tree Cover, broadleaved, evergreen 62.0 0.8 1.1 1.1 1.1 66.0 0.94         
Tree Cover, broadleaved, deciduous, dense 11.6 0.4 12.0 0.96         
Tree Cover, broadleaved, deciduous, open 2.1 6.2 2.1 2.3 1.1 13.8 0.15         
Tree Cover, needle-leaved, evergreen 1.5 19.3 20.9 0.93         
Tree Cover, needle-leaved, deciduous, open 1.1 2.1 3.2 0.67         
Tree Cover, mixed leaf type 0.8 5.5 12.3 1.1 12.5 0.4 1.1 33.7 0.37         
Tree Cover, regularly flooded, fresh 3.0 0.8 1.5 5.3 0.29         
Tree Cover, regularly flooded, saline 1.1 1.1 2.1 0.50         
Tree cover / Other natural vegetation 1.5 1.1 2.6 0.59         
Shrub Cover, closed-open, evergreen 1.1 1.1 3.9 1.5 5.0 1.8 14.4 -           
Shrub Cover, closed-open, deciduous 2.6 5.8 0.8 3.0 12.1 9.1 10.6 1.1 2.1 0.4 47.5 0.26         
Herbaceous Cover, closed-open 1.1 0.8 2.3 4.9 12.4 2.1 3.4 26.9 0.46         
Sparse Herbaceous or sparse shrub cover 1.5 6.9 20.1 1.5 2.4 32.4 0.62         Regularly flooded shrub and/or herbaceous 
cover 1.1 2.1 1.1 0.4 3.7 0.8 1.1 10.2 0.36         
Cultivated and managed areas 1.2 5.6 0.8 49.1 1.1 2.3 3.0 1.1 64.0 0.77         
Cropland / Tree Cover / Other vegetation 2.1 1.1 1.1 2.6 0.8 4.3 9.7 1.8 1.5 25.0 0.39         
Cropland / Shrub and/or grass cover 1.1 1.1 3.4 5.5 -           
Bare Areas 0.8 3.3 1.1 0.4 111.0 116.6 0.95         
Water Bodies (natural & artificial) 39.2 39.2 1.00         
Snow and Ice (natural & artificial) 2.0 2.0 -           
Artificial surfaces and associated areas 0.8 0.8 -           

Total 73.3 32.8 10.5 41.0 3.2 13.3 1.5 1.1 11.2 0.4 25.6 37.1 39.7 4.7 67.2 11.9 9.0 118.4 40.3 2.0 0.0 544.0

User's accuracy 0.85   0.35   0.20   0.47   0.67   0.94   1.00   1.00   0.14   -     0.47   0.33   0.51   0.77   0.73   0.82   -     0.94   0.97   1.00   -     372.96 68.6%

GLC 2000 (Map samples

Overall accuracy = 68.6 %
(Blocks with >80% in one land cover type)
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Distance Calculated from LCCSDistance Calculated from LCCS
Distance in %
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Tree Cover, broadleaved, evergreen 0.00 0.25 0.25 0.25 0.50 0.25 0.38 0.25 0.31 0.19 0.44 0.41 0.49 0.56 0.49 0.19 0.44 0.75 1.00 1.00

Tree Cover, broadleaved, deciduous, closed 0.25 0.00 0.00 0.50 0.25 0.25 0.50 0.50 0.31 0.44 0.19 0.29 0.24 0.69 0.49 0.31 0.31 0.75 1.00 1.00

Tree Cover, broadleaved, deciduous, open 0.25 0.00 0.00 0.50 0.25 0.25 0.50 0.50 0.31 0.44 0.19 0.29 0.24 0.69 0.49 0.31 0.31 0.75 1.00 1.00

Tree Cover, needle-leaved, evergreen 0.25 0.50 0.50 0.00 0.25 0.25 0.50 0.50 0.31 0.31 0.56 0.66 0.74 0.69 0.69 0.31 0.56 0.75 1.00 1.00

Tree Cover, needle-leaved, deciduous 0.50 0.25 0.25 0.25 0.00 0.25 0.63 0.75 0.31 0.56 0.31 0.54 0.49 0.81 0.69 0.44 0.44 0.75 1.00 1.00

Tree Cover, mixed leaf type 0.25 0.25 0.25 0.25 0.25 0.00 0.38 0.50 0.06 0.31 0.31 0.41 0.49 0.56 0.46 0.19 0.31 0.75 1.00 1.00

Tree Cover, regularly flooded, fresh 0.38 0.50 0.50 0.50 0.63 0.38 0.00 0.13 0.44 0.44 0.56 0.66 0.74 0.19 0.48 0.31 0.56 1.00 0.75 1.00

Tree Cover, regularly flooded, saline 0.25 0.50 0.50 0.50 0.75 0.50 0.13 0.00 0.56 0.44 0.69 0.66 0.74 0.31 0.46 0.44 0.69 1.00 0.75 1.00

Mosaic: Tree cover / Other natural vegetation 0.31 0.31 0.31 0.31 0.31 0.06 0.44 0.56 0.00 0.31 0.31 0.35 0.43 0.50 0.40 0.38 0.50 0.75 1.00 1.00

Shrub Cover, closed-open, evergreen 0.19 0.44 0.44 0.31 0.56 0.31 0.44 0.44 0.31 0.00 0.25 0.35 0.43 0.38 0.41 0.38 0.50 0.75 1.00 1.00

Shrub Cover, closed-open, deciduous 0.44 0.19 0.19 0.56 0.31 0.31 0.56 0.69 0.31 0.25 0.00 0.23 0.18 0.50 0.41 0.50 0.38 0.63 1.00 1.00

Herbaceous Cover, closed-open 0.41 0.29 0.29 0.66 0.54 0.41 0.66 0.66 0.35 0.35 0.23 0.00 0.08 0.48 0.25 0.60 0.35 0.56 1.00 1.00

Sparse Herbaceous or sparse shrub cover 0.49 0.24 0.24 0.74 0.49 0.49 0.74 0.74 0.43 0.43 0.18 0.08 0.00 0.55 0.33 0.68 0.43 0.50 1.00 1.00

Regularly flooded shrub and/or herbaceous cover 0.56 0.69 0.69 0.69 0.81 0.56 0.19 0.31 0.50 0.38 0.50 0.48 0.55 0.00 0.28 0.38 0.38 0.83 0.75 1.00

Cultivated and managed areas 0.49 0.49 0.49 0.69 0.69 0.46 0.48 0.46 0.40 0.41 0.41 0.25 0.33 0.28 0.00 0.38 0.25 0.83 0.88 0.88

Mosaic: Cropland / Tree Cover / Other natural vegetation 0.19 0.31 0.31 0.31 0.44 0.19 0.31 0.44 0.38 0.38 0.50 0.60 0.68 0.38 0.38 0.00 0.25 0.74 1.00 1.00

Mosaic: Cropland / Shrub and/or grass cover 0.44 0.31 0.31 0.56 0.44 0.31 0.56 0.69 0.50 0.50 0.38 0.35 0.43 0.38 0.25 0.25 0.00 0.70 1.00 1.00

Bare Areas 0.75 0.75 0.75 0.75 0.75 0.75 1.00 1.00 0.75 0.75 0.63 0.56 0.50 0.83 0.83 0.74 0.70 0.00 0.50 0.50

Water Bodies (natural & artificial) 1.00 1.00 1.00 1.00 1.00 1.00 0.75 0.75 1.00 1.00 1.00 1.00 1.00 0.75 0.88 1.00 1.00 0.50 0.00 0.25

Snow and Ice (natural & artificial) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88 1.00 1.00 0.50 0.25 0.00

Artificial surfaces and associated areas 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.98 1.00 1.00 0.99 1.00 0.25 0.50 0.50

Based on 4 attributes: aquatic/terrestrial; life form;
 phenology; leaf type
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Adjusted AccuraciesAdjusted Accuracies
• From the producer’s perspective

– Accuracy based on the 4 most efficient
classifiers: 90.3%

– 22% of the errors can be explained by a
confusion in the legend (overlap, absence
of explicit criteria…)

• From the user’s perspective
– Based on carbon in the plants : 76.3 %
– Carbon in plants and soil : 76.6 %
– Net Primary Productivity : 74.4 %



Validation of theValidation of the
MODIS 2001 V4 Land Cover ProductMODIS 2001 V4 Land Cover Product

Mark Friedl and Alan Strahler
Boston University



Dual Approach to ValidationDual Approach to Validation

• Use of Confidence Values from Classifier
– Values are probabilities a pixel belongs to a

class given the training data provided
– Allows mapping of spatial pattern of

confidence
• Use of Unseen Training Sites

– Hold back 10 percent of sites, train with
remainder, repeat 10 times for all sites



Relation Between Confidence and Class AccuracyRelation Between Confidence and Class Accuracy

(from AVHRR prototype of North America)



Consistent Year Land Cover Product, Nov 00Consistent Year Land Cover Product, Nov 00––Oct 01Oct 01

Cropland

Cropland/Natural
Vegetation Mosaic

Mixed Forest

Evergreen
Needleleaf
Forest

Deciduous
Broadleaf
Forest

Urban



ClassificationClassification
Confidence MapConfidence Map

Second Most-LikelySecond Most-Likely
ClassClass

High 
Confidence

Lower 
Confidence

Second choice
omitted
with very high
confidence level

4545



Cross Validation with Training SitesCross Validation with Training Sites

• Cross-Validation Procedure
– Hide 10 percent of training sites, classify with

remaining 90 percent; repeat ten times for ten
unique sets of all sites

– Provides “confusion matrix” based on unseen
pixels where whole training site is unseen

– NOT a stratified random sample, but a useful
indication of global and within-class
accuracies



Confusion MatrixConfusion Matrix
Site Class

Class Name 1 2 3 4 5 6 7 8 9 10 11 12 14 15 16 17 Total
1 Evergreen Needleleaf 1446 10 19 3 180 27 8 86 0 4 517 5 31 6 0 0 2342

2 Evergreen Broadleaf 38 4852 0 15 6 11 4 80 17 22 1629 150 163 38 1 1 7027

3 Deciduous Needleleaf 81 0 439 0 14 0 0 2 1 0 24 0 2 0 0 0 563

4 Deciduous Broadleaf 9 6 2 614 149 2 40 14 4 9 66 36 136 0 15 0 1102

5 Mixed Forest 507 10 169 215 1171 6 7 78 3 6 226 15 76 17 8 0 2514

6 Closed Shrubland 10 2 0 5 1 277 44 18 2 7 63 23 5 0 11 0 468

7 Open Shrubland 22 23 7 3 2 246 1946 108 52 446 59 276 32 52 420 50 3744

8 Woody Savanna 108 174 9 100 70 78 72 867 352 34 362 239 174 2 9 9 2659

9 Savanna 4 21 0 98 2 50 44 322 742 247 211 608 296 13 5 0 2663

10 Grasslands 9 29 0 32 8 92 214 43 107 1196 72 412 130 19 92 1 2456

11 Pmnt Wtlnd 0 3 0 0 2 0 0 0 0 1 1138 46 4 17 18 11 1240

12 Cropland 2 16 1 10 31 37 27 34 30 71 19 5872 306 2 7 0 6465

14 Cropland/Natural Vegn 1 2 0 4 2 1 0 10 23 11 35 352 453 0 5 0 899

15 Snow+ice 0 0 0 0 0 0 0 0 0 0 0 0 0 1250 0 0 1250

16 Barren 2 0 0 0 0 17 201 13 4 27 5 20 2 129 4097 1 4518

17 Water 0 0 0 0 0 0 1 0 0 0 32 0 0 112 0 7756 7901

Total 2239 5148 646 1099 1638 844 2608 1675 1337 2081 4458 8054 1810 1657 4688 7829 47811

Classification Outcome

Overall Accuracy: 70.3 ± 2.4% (65.6%, 75.0%)



Per-Class AccuraciesPer-Class Accuracies

Table 5. Global per-class accuracies, 2001 V4  land cover product (percent)
Producer’s Accuracy User’s Accuracy

IGBP Land
Cover Class Est. Std.

Err. CI - CI + Est. Std.
Err. CI - CI +

1. Evergreen Needleleaf 64.6 3.9 56.9 72.3 60.2 5.2 52.6 67.9

2. Evergreen Broadleaf 94.3 1.4 91.4 97.1 69.0 34.1 66.2 71.9

3. Deciduous Needleleaf 68.0 7.5 53.3 82.7 77.8 0.5 63.1 92.5

4. Deciduous Broadleaf 55.9 5.7 44.6 67.1 54.2 2.1 43.0 65.4

5. Mixed Forest 71.5 3.6 64.4 78.5 45.8 6.1 38.8 52.9

6. Closed Shrubland 32.8 6.2 20.7 44.9 53.9 0.4 41.8 66.0

7. Open Shrubland 74.6 4.5 65.9 83.4 50.0 17.1 41.2 58.7

8. Woody Savanna 51.8 5.3 41.3 62.2 32.2 6.8 21.8 42.6

9. Savanna 55.5 4.2 47.2 63.8 27.5 6.0 19.3 35.8

10. Grasslands 57.5 5.2 47.2 67.7 47.1 5.9 36.8 57.4

11. Permanent Wetlands 25.5 2.7 20.2 30.8 91.8 0.9 86.5 97.1

12. Cropland 72.9 2.7 67.6 78.2 88.8 14.7 83.5 94.2

14. Cropland/Nat Veg Mosaic 25.0 3.3 18.6 31.5 49.8 0.9 43.4 56.3

15. Snow and Ice 75.4 10.9 54.1 96.7 100.0 0.0 78.7 121.3

16. Barren/Sparse 87.4 2.3 82.8 92.0 88.7 10.1 84.2 93.3

17. Water 99.1 0.8 97.6 100.6 98.1 12.4 96.6 99.6



Confidence Values by Land Cover TypeConfidence Values by Land Cover Type

Table 6. Global confidence values by land cover class (percent)

IGBP Land Cover Class Average Confidence
Value

1. Evergreen Needleleaf 68.3
2. Evergreen Broadleaf 89.3
3. Deciduous Needleleaf 66.7
4. Deciduous Broadleaf 65.9
5. Mixed Forest 65.4
6. Closed Shrubland 60.0
7. Open Shrubland 75.3
8. Woody Savanna 64.0
9. Savanna 67.8

10. Grasslands 70.6
11. Permanent Wetlands 52.3
12. Cropland 76.4
14. Cropland/Natural Veg 60.7
15. Snow and Ice 87.2
16. Barren 90.0
17. Water (Not Available)

Average Value, All Classes 70.7
Area-Weighted Average (Table 5) 78.3

(Example based on Version 3 data)



Overall AccuraciesOverall Accuracies

• Proper accuracy statements require proper
statistical sampling

• AVHRR state of the art has been around 60
percent, depending on class and region

• SPOT-Vegetation has been around 65 percent
(GLC2000)

• MODIS accuracies are around 70 percent
• Most “mistakes” are between similar classes



ConclusionsConclusions

•  Training sites are NOT a random sample
– Many (perhaps most) training sites are placed in equivocal

areas where the classifier needs new and better examples
– Thus, the training sites do not represent well the broad regions

of core areas for land cover classes
– This leads to the conclusion that actual accuracies are

probably better than observed from the training sites
– So we estimate that:

GLOBAL ACCURACY IS 75GLOBAL ACCURACY IS 75––80 PERCENT80 PERCENT
PER-CLASS ACCURACIES RANGE 60PER-CLASS ACCURACIES RANGE 60––90 PERCENT90 PERCENT
CONTINENTAL REGION ACCURACIES RANGE 70CONTINENTAL REGION ACCURACIES RANGE 70––8585
          PERCENTPERCENT



Report RecommendationsReport Recommendations

• All global land cover maps should have statistically valid
estimates of map accuracy

• Core methods to be routinely applied include :
– Design-based inference
– Probability sampling
– Consistent estimators

• Core methods may be extended to include:
– Validation both during and after map production
– Use of confidence-based quality assessments
– Addition of fuzzy accuracy methods
– Use of qualitative and descriptive methods



Areas of Future ResearchAreas of Future Research

• Standardization of legends and mapping units
• Methods for validation of more continuous measures of

land cover
• Effect of spatial aggregation on accuracy estimates
• Reuse of existing validation samples
• Linkages between spatially-distributed confidence metrics

and design-based sampling methods
• Effects of misregistration, mixed pixels, and sensor point

spread function
• Integrating error in reference data
• Error magnitude effects
• Better understanding of users’ needs
• Defining priorities for future research



LAND Statistical Information Systems
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Necessary paths for developing 
harmonized global land use classification systems

Christophe Duhamel



LAND Statistical Information Systems

One guiding idea

Land use has a cumbersome neighbour: land cover…

but systematic and pragmatic ways for improving the 
availability of land use data sets should be applied



LAND Statistical Information Systems

Introduction 1

Land use information is of significant value but:

• paucity of global data sets that contain land use information

• Variable quality of available information

• confused mixture of land use and land cover categories. 

• often inadequate for studies that focus on the collection of aspects 
of land use and on context related socio-economic data. 



LAND Statistical Information Systems

Introduction 2

Development of information systems on land use has increased but:
• although many initiatives launched in order to improve the availability and the 

quality of land use information the result is extremely scarce and discouraging

This is resulting from
• a lack of consciousness on the importance to build a sound theoretical 

framework together with a careful analysis of user’s requirements

• may be also from evidence: land use data is difficult to collect into global data 
sets



LAND Statistical Information Systems

Introduction 3

In terms of harmonization of data sets, one element is fundamental :

the question of classification.

• not built in order to create an aesthetic effect

• close links between the development of scientific concepts and 
classifications

• classification systems as mirrors of the conceptualization of the 
domain to be investigated. 



LAND Statistical Information Systems

Specific objectives of the presentation

Discussing the necessary prerequisites for classifications 
for land use which would:

• answer user’s requirements
• take into account capabilities of available data collection tools
• through an appropriate theoretical framework

Guiding principle for structuring land use information : 
following the general concepts of classification systems

• the demarcation of a universe of discourse (what is land use)
• the establishment of a classification of all land use objects in this universe
• a system for naming the groups linked to the structure 
• the procedures for allocating any land use object to one established 

group. 



LAND Statistical Information Systems

What is land use (1)
The demarcation of the domain of investigation

Any given portion of Earth’s surface can be 
observed and described in various ways

When observing a portion of Earth’s surface, 
several questions may arise: 

• what is this
• what is it for
• why and how is it like this
• was it like this before
• will it stay like this in the future etc…?  



LAND Statistical Information Systems

What is land use (2)
The demarcation of the domain of investigation

Starting with land cover: a physical description of land

• with a definition: the observed physical cover of the earth's 
surface

• biophysical categories: areas of vegetation
• bare soil and hard surfaces (rocks, buildings)
• wet areas/bodies of water

In most cases, land cover is directly detectable by human 
observation or less directly from remote sensing. 



LAND Statistical Information Systems

What is land use (2)
The demarcation of the domain of investigation

For land use

Two main approaches:

functional approach (the one referred as land use here)
– corresponds to the description of land in terms of its socio-economic 

purpose (agricultural, residential, forestry etc...)
– easy to handle since it has direct correspondences into widely utilized 

statistical nomenclatures. 

sequential approach developed for agricultural purposes: a series of 
operations on land, carried out by humans, with the intention to obtain 
products and/or benefits through using land resources.

, 



LAND Statistical Information Systems

What is land use (3)
The demarcation of the domain of investigation

Distinguishing between land cover and land use is easy 
but….

– not often reflected into the existing systems. 
– two major issues to be dealt with is that land cover and land use are 

often intertwined and that objects may be mixed

Land Cover :
Tile roofs, Lawns,  Trees, 
Tarmac roads, Bare soil

Land Use:
Residential



LAND Statistical Information Systems

What is land use (4)
The demarcation of the domain of investigation

Some additional prerequisites before classifying

Specific constraints due to the intrinsic nature of geographic data:

– spatial consistency (classification systems should be designed in a way 
to allow compatibility of results between various geographical locations), 

– temporal consistency (observation at time of observation , no classes 
on previous or future land uses). 

– ensure the independence of the system from the data collection 
tools (a lot of systems have been built on the basis of the technical
capacities of the tools, e.g. remote sensing)



LAND Statistical Information Systems

Classifying the land use objects (1)

Classification:
the organisation of sub-classes of a domain through a (hierarchical) series of 

nested categories that have been arranged to show relationships to one 
another.

Groups of land use objects have therefore to be described through:

– the selection of shared characteristics that make the members of each 
group similar to one another and unlike members of other groups 

Any proposed land use classification system is conceptual
– describing selected aspects of the real world
– the same reality described according to several classifications 
– it simply depends of the purpose of the classification. 



LAND Statistical Information Systems

Classifying the land use objects (2)

The purpose for which the classification is designed 
necessarily shapes its structure and content

– this is why each user, in general, builds an individual 
classification adapted to specific needs

– spontaneous development of classifications therefore leads 
inevitably to incompatibility: this is frequent for land use 
classifications. 



LAND Statistical Information Systems

Classifying the land use objects (3)
Two approaches for building land use classifications

A classical theory where land use objects are allocated according to 
a set of individually necessary and jointly sufficient properties. 

• Top-down approach: 
– many nomenclatures are built following this a-priori approach
– the domain of study is divided into categories and sub-categories
– Strong disadvantage: the rigid structure

• Classifiers approaches
– a tool consisting of a combinatory system applied on a common basis. 
– the basis is just a set of necessary characteristics to describe the objects. 
– the characteristics allow, through combinations, the definition of the 

objects and the grouping of the objects for all possible systems. 

The prototype theory: prototypes brought from pre-existing 
classifications and setting-up the beginning of main categories
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A system for naming the groups (1)

Six main basic components: 

– principle of completeness
– absence of overlap
– general rules of interpretation

cases of overlap, ontological or logical relations between objects, 
problems of mixtures)

– rules concerning the elaboration of headings and labels
kernel method of description, definitions by extension and intension, 

boundaries problems, cross-references of exclusions and inclusions)
– elaboration of index of objects
– principles of coding 
.
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A system for naming the groups (2)
An example: LUCAS system

D01  Shrubland with sparse tree cover
Areas dominated (more than 20% of the surface) by shrubs and low woody plants 

generally below 5 meters of height, including sparsely occurring trees within a limit 
of a tree-crown area density between 5 and 10 %
this class includes:

• Scrub land (pines, rhododendrons, maquis, matorral and deciduous thickets)
• Heathland with gorse, heather or broom

this class excludes:
• Shrubland where tree cover is more than 10% (C)
• Shrub- like crops: orchards, vineyards in production (B7- B8))

Principles of observation
Extended window of observation

Links with Land Use (U)
D01 U11 Agricultural use: grazing
D01 U12 Forestry (Wood production)
D01 U36x Leisure areas
D01 U40 Wooded areas not utilized
D01 U50 Wetland.
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Procedures of allocation of objects 

Approaches directly linked with the types of classification 
system 

Classifier approaches,
• classes through a predefined set of inherent traits utilizing for example a 

decision tree. objects are systematically matched with candidate

Top-down trees or  prototypes
• the process is theoretically more empirical since the link between the object 

and the class is not direct

• this is why it is fundamental to have made available a textual part of the 
classification (in particular the definitions by intension and extension). 

• And sometimes to have an index of objects (a good example of index may be 
found into the UK Land use database). 
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A first set of conclusions

Developing a land use classification system needs therefore to be 
systematic:

– the strict utilization of appropriate framework- ensures that dta sets will have a 
sufficient quality. 

However two pragmatic issues remain to be dealt with:

• the purpose of the classification
user’s needs have to be strongly reflected and existing classification and 

information systems should be taken into account.

• the scarce opportunities to collect exhaustive data on land use on large 
areas
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Collecting global land use data (1)
A challenge…

Collecting with mapping approaches:

• The coverage of the territory is exhaustive.  

• Main source of information is generally photo-interpretation or processing of 
aerial photographs and earth observation data together with ground truth. 

• Choice of observation units is driven by technical constraints: the scale of 
observation and the scale of restitution of information

• No doubt that remote sensing data represent a data source which contributes 
to a deeper understanding of processes on the earth's surface and enables 
map production up to scales of 1:5.000.

• But remote sensing images capture only land cover, i.e. the physical 
features. Although one can interfere from some land cover categories to land 
use, remote sensing images are not really suitable for this aim.
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Collecting global land use data (2)
A challenge…

Suitable alternative approaches to acquire land use data: area frame 
surveys. 

• Statistical surveys provide information on samples from a population. 

• Sampling theory is applied so that inference about the whole area can be made. 

• The sample is made of a set of area units: the statistical units may be of different 
size (points, areas) or different shape (squares, circles).

• Possibility of being independent of the difficult problem of observation units: the 
population may be divided up into a grid on a systematic basis; each area unit thus 
obtained being a statistical unit (observation unit) of the same size and same shape. 

• These approaches are commonly used in agricultural statistics and also widely 
applied in ecological monitoring surveys
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A paradox as conclusion

Increasing availability of land cover data sets but with low 
concrete impact on land use data availability
Accurate and precise information on land use comes from 
statistical approaches where limited portions of earth can 
be observed

How to do “reconciliation” or to have a mutual benefit from 
the two approaches?

Is it worth to develop specific land use classifications for 
global data sets utilizing mapping approaches?



Harmonisation of land-use class 
sets to facilitate compatibility and 
comparability of data across 
space and time

12th CEReS International Symposium on Remote Sensing, 
13-14 December 2005, Chiba, Japan

Louisa J.M. Jansen (E-mail: Louisa.Jansen@tin.it)
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Introduction

• Introduction
• Definition of domain of interest
• Previous attempts
• Major parameters for harmonisation of class sets
• Basic unit of measurement
• Data quality
• Example of land-use harmonisation in Albania
• Conclusions and discussion



3/21

Introduction

• Both space and time dimensions are essential for making 
land-use data compatible and hence comparable.

• Harmonisation of land-use classifications includes 
harmonisation of land-use change.

• The data quality need to be analysed.

Harmonisation of class sets as presented here will 
address the semantic aspect of harmonisation, i.e. the 
class definitions because these imply the parameters used 
in the formation of classes.
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Domain of interest

• Land use: “the type of human activity taking place at or 
near the surface” (Cihlar and Jansen, 2001).

• Classification: “the ordering or arrangement of objects into 
groups or sets on the basis of relationships. These 
relationships can be based upon observable or inferred 
properties” (Sokal, 1974).

• The key principles of classification are:
– Completeness and absence of overlap of classes;
– Existence of definitions and explanatory notes;
– Existence of an index of objects; 
– Spatial and temporal consistency; and
– Independence from scale and data collection tools.
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• Data standardisation: “the use of a single standard basis 
for classification of a specific subject”. 
Data standardisation will allow direct comparison of class sets but 
would disregard the financial and intellectual investments made in 
established methods and data sets.

• Data harmonisation: “the intercomparison of data collected 
or organised using different classifications dealing with the 
same subject matter” (McConnell and Moran, 2001). 
Data harmonisation will allow the continued use of existing data
systems and classifications. However, if many class sets are involved 
the number of pair-wise class combinations becomes excessive 
because comparison of n data sets requires n(n-1)/2 comparisons to 
be made.
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Previous attempts

• The United Nations Statistical Division - International Standard Classification 
of all Economic Activities (ISIC) published in 1948 with tmajor revisions in 
1958, 1968 and 1989.

• The International Geographic Union - Commission on World Land-Use 
Survey in 1949 led to the creation of the Commission on Agricultural 
Typology (e.g., Types of Agriculture Map of Europe in 1983).

• The American Society of Planning Officials identified different land-use 
dimensions (1959).

• The Commission on Geographic Applications of Remote Sensing of the 
Association of American Geographers – the Anderson classification (1976).

• The Economic Commission for Europe of the United Nations - Standard 
International Classification of Land Use (1989). 

• The Land-Based Classification Standards (LBCS) project, co-ordinated by 
the Research Department of the American Planning Association in 
corporation with several U.S. departments and agencies (1999).

• The improvement of the FAO Land Utilization Type (LUT) led to several 
studies analysed by Duhamel (1998). 
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Major parameters used

xxServices

xxxxHousing

xxIndustry

xxxStatistics

xxSociology

xxEconomics

xxxxForestry

xxxFisheries

xxxAgriculture

LegalBiophysical ActivityFunction

Land-use characteristicsMain 
sector

Based upon: World Land-Use Survey (IGU, 1976), Anderson (Anderson et al., 1976), ISIC 3rd revision 
(UN, 1989), Standard International Classification of Land Use (ECE-UN, 1989), NACE 1st revision 
(CEC, 1993), Central Product Classification (UN, 1998), FAOSTAT (FAO, 1998), Land-Based 
Classification Standard (APA, 1999) and http://home/att.net/~gklund/DEFpaper.htm.
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• Just two parameters suffice: “function” and “activity”. 
– The function approach describes land uses in an economic 

context and is able to group land uses together that do not 
possess the same set of observable characteristics but serve the
same purpose. 

– The activity approach describes what actually takes place on the 
land in physical or observable terms. Activity is defined as “the 
combinations of actions that result in a certain type of product”
(UN, 1989).

• It is important to note that the function approach is 
independent of the activity approach: a variety of activities 
may serve a single function (e.g., both farm housing and 
farming activities serve agriculture). 
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Basic unit of measurement

• The cadastral parcel unit
– The lowest-level unit of a cadastre that has a legal status.
– Can be regrouped according to ownership, cadastral zone, 

administrative units, similar type of uses and socio-economic 
properties.

– Level corresponds with decision making by landowner/landholder.
• The land-cover polygon

– Remote sensing can be used as a tool for observation.
– Too much emphasis on land cover embodies the risk not to 

capture socio-economic, institutional, cultural and legal aspects of 
land use.

– Establishment of land-cover/land-use relationships that however 
may change with time.

• The statistical sample unit
– Areas selected as being representative for a much larger area.
– Example is the LUCAS methodology as applied in the EU.
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Data quality

• Semantic harmonisation of class sets should consider the 
data quality aspect in a comprehensive manner and would 
need to address also the following two aspects that are 
still at the level of research:

– A quantitative measure should be provided of the harmonisation 
result of a class. In existing examples, the impression is often 
given that class correspondence is 100%, whereas more often 
than not the result will be much lower.

– A quantitative measure should be provided for the overall 
correspondence between two class sets similar to the overall 
accuracy calculated from the confusion matrix.
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Example: Albania

• One of the aims of the EU Phare Land-Use Policy II 
project was to provide the Albanian government with an 
analysis of land-use change dynamics to better 
understand the past, monitor the current situation and to 
predict future trajectories in order to plan land uses and 
develop and implement appropriate policies.

• A standard hierarchical methodology for description of 
land use has been developed for Albania, the Land-Use 
Information System of Albania (LUISA):
– Adopts the function and activity parameters for description;
– Uses the cadastral parcel as basic unit of measurement;
– The use of the cadastre as basis implies high data accuracy. 
– Has been developed in complete synergy by the subject-matter 

specialist and information technology specialist.
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LUISA class set
LAND USES

AGRICULTURAL

FOREST

PASTURES AND MEADOWS

NON-AGRICULTURAL

FUNCTION

Land-use modifications
occur within a land-use 
category and the degree of 
modification depends on the 
level of the class (see next 
slide). Land-use conversion
occurs between land-use 
categories.
With the exceptions of the 
Non-agricultural land-use 
classes, where modifications 
occur within one group and 
conversions between 
groups. 
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AGRICULTURAL LAND USES

ACTUALLY CULTIVATED ACTUALLY NOT CULTIVATED (IDLE)

PERMANENT CROP
CULTIVATION

TEMPORARY CROP
CULTIVATION

ARABLE LAND

FRUIT TREES OLIVES VINEYARDS GARDENS

FALLOW

I

II

III

IV

MIX OF PERMANENT/TEMPORARY 
CROP CULTIVATION

DA
TA

 
LE

VE
LS

ACTIVITY

MIXED
CROPPING

CULTIVATION IN
GREENHOUSE

Low level land-use modification

Medium level land-use 
modification

High level land-use modification
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Available class sets

• In the context of the LUP II project, four data sets 
covering the period 1991-2003 (e.g., under socialist 
government, before and after privatisation) are important:

1. Statistical data from the Institute of Statistics (INSTAT) 
comprising seven classes;

2. Cadastral data from the Immovable Property Registration System 
(IPRS Kartela) comprising 41 classes (spatially explicit data);

3. The commune data comprising 14 classes (spatially explicit 
data);

4. The LUISA data comprising 48 classes where the most detailed 
levels of the hierarchy were used for land-use data collection 
(spatially explicit data).
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Harmonisation at generic level

61-117, 343-Mining/extraction

111, 112, 113, 114, 
121, 122, 123, 124

4f119, 135-Barren

91, 92, 93, 94, 95,4b, 4c, 4d, 4e100, 103, 106, 
114, 121, 129, 
130, 136, 144, 
152, 213, 261, 
332, 337, 338, 
339, 340, 341, 

342

-Built- up areas

81, 82-336-Wetlands

131, 132, 133, 134, 
135, 136, 137, 138

4a107, 109, 111, 
120, 138, 153

-Water bodiesNon-
agricultural 
land uses

31, 32, 33, 34, 35, 
36, 37

3118hForestsForests

51, 52, 53, 54, 552, 3a108, 110, 153gGrassland and pasturesPastures & 
meadows

8, 9--eNon- utilised agricultural area

1, 2, 3, 4, 51b, 1c, 1d116, 125, 128, 
131, 148

fArea with permanent crops

6, 71a101, 102c, dArea with arable land crops

1, 2, 3, 4, 5, 6, 71-bUsed agricultural areaAgricultural 
land uses

LUISACommuneIPRS KartelaINSTAT

Class sets
Land- use classesLegal 

categories
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Harmonisation process

LUISA

INSTAT

Commune

IPRS
Kartela LUCA

Correspondence and 
harmonisation

Land-use change 
analysis
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99No correspondence

14
15
16

NonAgriculture- to- Agriculture
NonAgriculture- to- Forest
NonAgriculture- to- Pasture

11
12
13

Pasture- to- Agriculture
Pasture- to- Forest
Pasture- to- NonAgriculture

8
9
10

Forest- to- Pasture
Forest- to- Agriculture
Forest- to- NonAgriculture

5
6
7

Agriculture- to- Forest
Agriculture- to- Pasture
Agriculture- to- NonAgriculture

Conversions

401
402
403
404

High level modification in Agriculture
High level modification in Forests
High level modification in Pastures
High level modification in Non- Agriculture

High level

301
302
303
304

Medium level modification in Agriculture
Medium level modification in Forests
Medium level modification in Pastures
Medium level modification in Non- Agriculture

Medium level

201
202
203
204

Low level modification in Agriculture
Low level modification in Forests
Low level modification in Pastures
Low level modification in Non- Agriculture

Low level

Modifications

1No changeNo change
Land- use change 
analysis (LU

C
A

) types
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LUCA results at commune level

M
od

ifi
ca

tio
ns

C
on

ve
rs

io
ns

1991-1996 1996-2003
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Comparison with RS data

• The detailed LUISA land-use data can be compared to the 
coarser ANFI data (scale 1:2,500 vs 1:100,000), as far as 
space and time considerations both data sets represent 
more or less the same period (1991-2003 vs 1991-2001):
– ANFI provides a national overview of the major change processes 

(e.g., deforestation, urbanisation and increased pasture) but 
cannot provide conclusive evidence on the use of agricultural land.

– LUISA provides an insight into the non-use of low productivity 
areas in hilly terrain and the extensive forms of agriculture 
practised on prime agricultural land due to the lack of fertilizer use 
and breakdown of irrigation systems.  

• Remote sensing can provide a quick overview of the type 
and location of land-cover types. However, land use 
contains socio-economic, institutional, cultural and legal 
aspects. Even with the use of the most detailed RS 
images, these aspects will not be covered.
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Conclusions and discussion

• The combination of just two parameters may suffice to 
describe any land use: function together with activity. 

• The example in Albania shows how harmonisation of class 
sets can include harmonisation of land-use change using a 
reference system.

• Remote sensing is a useful tool for gaining a quick 
overview of land-cover related land uses but the potential 
for a detailed and in-depth knowledge of land use is limited 
as other aspects, such as socio-economics, institutional, 
cultural and legal factors, are not captured by remotely 
sensed based land cover. 
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• The way forward for harmonisation of land-use class sets 
is to promote and fully develop a parametric approach to 
classification. 

• Commonalities in existing approaches should be 
emphasized and a set of commonly used parameters 
should be identified. 

• Lessons can be learnt from harmonisation attempts at 
local, regional and national levels that are equally valid for 
a globally applicable land-use classification. 

• Furthermore, a quantitative measure should be defined to 
express the harmonisation result of a class and between 
class sets.



Ryutaro Tateishi
Center for Environmental
Remote Sensing (CEReS)

Chiba University
e-mail: tateishi@faculty.chiba-u.jp

URL: http://www.cr.chiba-u.jp/tateishi/home.htm

Land cover/tree cover mapping 
of the Global Mapping project



Core
database

GED

GED GED

G GED
(ex. soil)

GED
(ex.ocean)

GED: 
Global  
Environmental 
Database

Integrated Global Environmental 
Database

Ideal concept for the future



Global Mapping Project – Birth -
• 1992 UNCED

– Adoption of “Agenda 21”
– Global Mapping Concept proposed by Japanese Government

• 1996 Establishment of International Steering Committee 
for Global Map (ISCGM)    http://www.iscgm.org/

• 1998 Preparation of the specifications
Invite National Mapping Organizations (NMO) to the 
Project in cooperation with UN Statistics Division

Concept -> Project



Global Map Specifications
• Spatial resolution:  1km

（equivalent to 1:1,000,000 scale）

• 8 layers 
– Vector data（point, line, area）

Boundaries（Administrative/Coast）,
Drainage（Rivers/Lakes）,
Transportation（Roads/Railways/Airport）,
Population centers

– Raster data（grid）

Elevation,  Land Cover,  Land Use,  Vegetation



Global Map Data（Vector Data）

Administrative, Coast

Boundaries

Population CentersTransportation

Drainage

Locality and Name of CitiesRoads, Railways, Airports

Rivers, Lakes, Dams



Global Map Data （Raster Data）

Information in 1m steps

Elevation

VegetationLand Use

Land Cover

20 categories9 categories

17 categories







- Implementation of the Project -
• Data development 

by National Mapping Organizations
• Management by ISCGM

version 2 (complete by 2007)
Land cover       new production (GLCNMO)
Vegetation       new production (percent tree cover)
Land use          no



Global Land Cover by 
National Mapping 

Organizations

(GLCNMO )



Development of Global Land Cover 
Dataset in Global Mapping project

・ Legend will be defined by LCCS of FAO

・ MODIS 1km data 2003

・ Ground truth collection by the cooperation

with National Mapping Organizations

・ Decision tree method

・ Validation by the cooperation

with National Mapping Organizations

・ Complete by 2007



legend

training data

classification

satellite data

preprocessing

validation

- satellite image
- existing maps
- field survey
- expert’s

knowledge

ground truth

Flow of Land Cover Classification

ground truth



1.  Broadleaf Evergreen Forest
2.  Broadleaf Deciduous Forest
3.  Needleleaf Evergreen Forest
4.  Needleleaf Deciduous Forest
5.  Mixed Forest
6.  Tree Open
7.  Shrub
8.  Herbaceous, single layer
9.  Herbaceous with Sparse Tree/Shrub

10.  Sparse Herbaceous / Shrub
11.  Cropland (herbaceous crops except rice)
12.  Rice, paddy
13.  Cropland / Natural Vegetation Mosaic
14.  Tree-Water (Brackish to Saline)
15.  Wetland
16.  Bare area, consolidated (gravel, rock)
17.  Bare area, unconsolidated (sand)
18.  Urban
19.  Snow / Ice
20.  Water bodies

Tentative global land cover legend for Global Map version 2



Land Cover Classification System 
(LCCS)     by FAO

Land Cover Classification System 
(LCCS)     by FAO

- eight basic classes based on
vegetation, water, and artificial

- hierarchical

- comprehensive

- defined in detail



Dichotomous Classification Phase
at the top of the hierarchical system
Dichotomous Classification Phase

at the top of the hierarchical system
vegetated    terrestral managed/artificial

natural
aquatic managed/artificial

natural
non- terrestrial    managed/artificial
Vegetated natural

aquatic managed/artificial
natural

Land Cover Classification System (LCCS)     
by FAO

Land Cover Classification System (LCCS)     
by FAO





USGS MOD43B4 NBAR Product
Characteristics : 
No. of Bands: 7 Bands
Area = ~ 10 x10 lat/long
Size = 1200 x1200 rows/columns
Volume = ~31MB
Resolution = 1 kilometer
Projection = Sinusoidal
Data Type Reflectance = 16-bit Signed Integer
Data Format = HDF-EOS
16-day composite



Preprocessing of MODIS 

- Mosaicing from 10x10 deg. tiles to continent

- Add snow flag using MODIS snow product

- Cloud removal using 2002 & 2004 MODIS 
data and temporal interpolation



16-Day Composite of MODIS 1km of 2003



MODIS DATA 2003/1/1 Before processing

Cloud Removal



MODIS DATA 2003/1/1 After overlay by MODIS 2002 
and MODIS 2004

Cloud Removal (intermediate)



Cloud Removal (final)

MODIS DATA 2003/1/1 After temporal interpolation



Selection of training sites
from (1) common areas of three 

land cover products, GLC2000,
IGBP-Discover, and Boston Univ.

(2) GLC2000 regional products



Candidate of ground truth sites



Sample of satellite images of ground truth site

MODIS                                        Landsat



legend

training data

classification

satellite data

preprocessing

validation

- satellite image
- existing maps
- field survey
- expert’s

knowledge

ground truth

Flow of Land Cover Classification

ground truth



Percent tree cover



Percent tree cover

QuickBird
image

percent tree cover for
MODIS 1-km pixel

MODIS
2003

Estimate of global percent tree cover

Decision tree method



Methodology

Rectify MODIS and QB scenes
into Lat/Long projection 

Delineate tree and 
non-tree from QB

Monthly compositing 
of MODIS

Extract predictor 
variables

Percent tree-canopy 
cover map 

Selecting variables 
using SLR method

Calculate percent 
tree cover

Creating tree model 
using Cubist

Regression Tree

Percent tree estimation 
using NLCD mapping tool

Stepwise Linear 
Regression (SLR)

Cubist

NLCD mapping tool



59 QuickBird images (5 by 5 km)



Some QB scenes for TD

no.21-Russiano.13-Russiano.12-Kazakhstan

no.6-Bangladeshno.2-Japan(Makuhari)no.1-Japan(Kisarazu)

GLC2000: Tree Cover, needle-
leaved, evergreen

Artificial surfaces and associated 
areas

Shrub Cover, closed-open, 
evergreen

Sparse herbaceous or sparse shrub 
cover

Tree Cover, broadleaved, 
deciduous, closed

Tree Cover, needle-leaved, 
deciduous



Characteristic of QB scenes for TD
Land Cover Types according to GLC 2000
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QuickBird image with the grid of MODIS 1km pixel size



QuickBird image with percent tree cover for MODIS 1km pixel area



MODIS 2003



Predictor Variables
(Extracted from MODIS)

Surface Reflectance: band 1 - 7,
NDVI: band1 and band 2,
EVI (Enhanc. Veg. Index): band 1, band 2 
and band 3,
NDSI (Norm. Diff. Soil Index): band 2 and 
band 6,
LST (Land Surf. Temp.)-LST Day & Night: 
band 20, 22, 23, 29, 31 and 32.



Selecting Predictor Variables

Based on Cp statistics, the higher Cp means 
the more relevance variables:

Cp = p +                                               

n: number of observations, 
p : number of coefficients (number of explanatory 

variables plus 1),  
: mean square error of this p coefficient model, 
: the best estimate of the true error 

2

22 ))((
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Tree model by Cubist
|
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Estimated percent tree cover by MODIS and QuickBird
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Accuracy assessment

Ca
se

Predictor Variables Prediction 
Errors (%)

Correlation 
Coefficients 

(R2)
1 All variables 3.44 0.956

2 Surface reflectance 
variables 7.50 0.731

3 SLR-selected variables 1.60 0.959

Validation points: 25 % of all ground truth points 
(126 points) 



Land use



Land use
purpose                                    area

model of land use change        local/regional
environmental analysis       local/regional/global

global land use mapping

- need harmonization
“land use” version of “LCCS”

- challenge
global mapping of agricultural land



Conclusion
• Global Mapping is on going to complete 

global land area coverage by 2007 with the 
participation of 153 NMOs in the world.

• New scheme to develop land cover data 
“GLCNMO” has started as part of GM by the 
cooperation with NMOs.

• Percent tree cover will be produced as GM 
version 2 by 2007. 

• Needs more investigation for global land use 
mapping.



Ryutaro Tateishi

Thank you   
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Photosynthetically Active Radiation (PAR)

 400-700 nm wavelength
 Delivers energy used in

photosynthesis
 Key variable in carbon

cycle models

PARPAR

PHOTOSYNTHESIS

700 400nm

PAR

Current Challenges
 Insufficient understanding

 How does a changing radiation
regime influence vegetation
photosynthesis, productivity, and
terrestrial carbon source/sink
dynamics?

 Insufficient Data Availability
 In situ PAR data are rare
 No operational, observation-based,

global-coverage PAR data source for
land

 Important for accurate modeling of
terrestrial C cycle

• Proposed
Global
Observation
System for
PAR

• Empirical
& model-
based
process
studies
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Sources of Change in Solar Radiation &
PAR at the Earth’s Surface

 Aerosols
 Clouds

Satellite-observed Trend in Global
Average Solar Irradiance at Surface

Evidence of Change

Pinker et al., 2005
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Annual Mean Solar Irradiance in Japan from
Surface Measurements, 1960-2003

Wild et al., 2005

Evidence of Change

From Global Dimming to Global Brightening:
Changes in Solar Irradiance after 1990
Measurements from Baseline Surface Radiation Network (BSRN)

Wild et al., 2005

Evidence of Change
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Underlying Factors for
Observed Trends

 Pre-1990 “Dimming”
 Increased aerosol loads (air pollution)
 Increased cloudiness

 Post-1990 “Brightening”
 Reduced cloudiness
 Reduced aerosol loads (Wild, 2005)

 Enhanced air pollution control
 Curtailed economic/industrial activity with

breakup of Soviet Union

Evidence of Change

 Solar radiation and PAR may be altered with respect to:
  Amount and intensity
  Source geometry (sky radiance distribution &

diffuse:beam ratio )
  Spectral composition

 Such changes have implications for
 Vegetation photosynthesis & carbon cycle
 Surface energy budget, global warming & water

cycle

 Global dimming correlated in decline in pan evaporation
(Roderick, 2005)

Effects of Changing Atmospheric
Conditions Surface Irradiance
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CO2 uptake
by forest is
enhanced under
cloudy skies
(diffuse PAR)

Results from eddy
covariance for boreal
forest
Goulden et al., 1997

Enhanced uptake

Significance of Change

Response of Daily Canopy Photosynthesis to
Diffuse PAR

 For LAI=6, daily net
photosynthesis increases
by ~11% as diffuse
fraction increases from
0.2 to ~0.6

 Results from:
 Sun-shade model of

canopy
photosynthesis (de
Pury & Farquhar,
1997)

 in situ PAR data for
Sri Samrong, Thailand

Optimal photosynthesis under partially cloudy or hazy skies

Dye, 2004
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No consensus on role of diffuse PAR in
terrestrial C source/sink dynamics

 Goulden et al., 1997
 Healey et al., 1998
 Roderick, 2001
 Gu et al., 2003
 Farquhar & Roderick, 2003
 Robock, 2005
  et al.

 Nemani et al., 2003
 Krakauer &

Randerson, 2003
  Angert et al., 2004
 et al.

InsignificantSignificant

• Many results are highly MODEL DEPENDENT 

Significance of Change

PAR may be altered with respect to:
 amount and intensity
 source geometry (diffuse fraction)
 spectral composition

Atmospheric Effects on PAR

Improving Fundamental Understanding
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Diffuse PAR under cloudy/hazy sky is efficiently
distributed throughout canopy

Clear sky Cloudy/hazy sky

How does diffuse PAR enhance LUE and photosynthesis?

Light saturationSub-optimal light

D. Dye, FRCGC

Forest Light Environment Simulator (FLiES)
H. Kobayashi, JAMSTEC-FRCGC

How does diffuse PAR enhance LUE and photosynthesis?

3-D Radiative Transfer Model of Forest Light
Environment by Monte Carlo method

(Canopy, Understory, Surface)
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Vert. resolution = 1 m 

100% Direct Beam PAR

100% Diffuse PAR (uniform)

APAR (W m-3)

H.
Kobayashi
JAMSTEC-
FRCGC

Diffuse PAR
is
efficiently
distributed
throughout
canopy

How does diffuse PAR enhance LUE and photosynthesis?

PAR may be altered with respect to:
 amount and intensity
 source geometry (diffuse fraction)
 spectral composition

Atmospheric Effects on PAR
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How Does Diffuse PAR Enhance Canopy
Photosynthetic Rates?

 Existing knowledge:
 efficient distribution

within canopy (less
light saturation)

 Our findings:
 Diffuse PAR has

favorable spectral
composition

 Scattering causes diffuse
PAR spectrum to shift
towards red [see figure -->]

 Therefore MORE
PHOTONS RECEIVED
PER UNIT ENERGY

Diffuse PAR spectrum
under clear sky

Diffuse PAR spectrum under cloudy sky

f = diffuse fraction of PAR

Dye, 2004, J. Geophys. Res. -Atmospheres

Scattering Increases Photon Content of
Diffuse PAR Energy

Quanta-to-energy
ratio

(µmol/J)

Diffuse Fraction of Daily Global PAR

Clear sky OvercastDye, 2004
JGR-Atmospheres

103 days, March-July, 2000
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Reliable Simulation and Interpretation of
Terrestrial Carbon Source/Sink Dynamics
Requires Adequate and Appropriate
Treatment of Radiation-related Effects

 Example:  Satellite-based modeling of Net
Primary Production (NPP) in Amazonia

Investigating the Effects of Decreased
Cloudiness on Photosynthesis in the
Amazon Region

 Question
 Does accounting for diffuse radiation effects

alter the conclusions of Nemani et al. (2003)?

 Approach
 Sun-shade model of canopy photosynthesis (de

Pury & Farquhar, 1997)
 Diffuse & beam PAR data from NCEP/NCAR

reanalysis (1982-2002)
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Simulated with dePury & Farquhar’s [1997] sun-shade model and
PAR data from NCEP-NCAR Reanalysis.

 Decline in diffuse PAR associated with:
 lower canopy light use efficiency
 lower rates of canopy photosynthesis

 Simulated regional CO2 uptake slightly decreased during 1981-
2000

 Consistent with theory

Results

-2.5%/20 yr

6.

1.
2.

5.
4.
3.

7.

8.

9.
11.

10.
12.

Region of declining diffuse
PAR corresponds to sites
with negative trends in annual
biomass production from
field observations

( Baker et al., 2004, Phil. Trans.
Roy. Soc. Lon.)

Positive trends

Negative trends

Dye, 2004

Results

Biomass
trends
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Problem:
Insufficient PAR data

 Accurate modeling and monitoring of
terrestrial carbon cycle requires accurate
PAR data

 Current sources of PAR data are
inadequate
 PAR estimated from total shortwave irradiance (common

approach) have large errors
 Diffuse and direct-beam PAR are rarely available
 Ground-based PAR datasets are also rare

Potential Solution:
Establishment of a Global
Observing System for PAR
(GOSPAR)

 Comprehensive strategy for improving
availability and quality of satellite- and
ground-based PAR data

 Potential contribution to GEOSS (Global
Earth Observing System of Systems)
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ｱﾙｺﾞﾘｽﾞﾑ検証

Ground-based
PAR Observation

Network & Archive
衛星ベースの

光合成有効放射の
全球モニタリング

Satellite-based System
for Global Monitoring

of PAR
光合成有効放射の
地上観測網の整備と
データの統合管理
体制の確立

Overview of a Proposed
Global Observing System for PAR (GOSPAR)

SatPAR PARNA

Validation

Ground-based PAR Observation Network and Archive
PARNA

PARnet-Asia

In situ PAR data from existing and
planned sites in Asia

Other in situ PAR
Data Sources
contributed

（FLUXNET、LTERs, etc)

Online Database & Archive for
In Situ PAR Data

地上観測PARデータの
オンラインデータベース
-Baseline PAR dataset
-Historical PAR datasets

Validation of
Satellite PAR data

Process Studies
of Atmos.-Ecosys.-
Radiation Relations

Local Scale Forcing
Data for C Cycle

Models

Detection &
Analysis
of PAR

Variability & Trends

In situ PAR Data Applications

Open
Access
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PAR観測ネットワーク (PARnet-Asia)

2 Existing
Sites
-Thailand
- Hokkaido
Additional
sites
proposed

Rotating
shadowband
Radiometer (RSS)
Measures diffuse
and total PAR

Measured Diurnal Variation in Total & Diffuse PAR
at Sri Samrong, Thailand, June 2-7, 2003
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ｱﾙｺﾞﾘｽﾞﾑ検証

Ground-based
PAR Observation

Network & Archive
衛星ベースの

光合成有効放射の
全球モニタリング

Satellite-based System
for Global Monitoring

of PAR
光合成有効放射の
地上観測網の整備と
データの統合管理
体制の確立

Overview of Proposed
Global Observing System for PAR (GOSPAR)

SatPAR PARNA

Validation

Desired Features of
Satellite-based PAR data for
Improved Carbon Cycle Modeling

 Separate data for direct beam and diffuse
fluxes

 Quantum units (µmol m-2 s-1)
 High spatial resolution (1-10 km)
 High temporal resolution (3 hrly - daily)
 Global coverage of land areas
 Routine data product
 Continuous, multi-year time-series
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Application of Satellite PAR to Carbon Cycle
Monitoring

Sim-CYCLE

GOSAT 

Atmospheric CO2
Monitoring (JAXA)

Inverse Modeling of
CO2 Sources and Sinks

Satellite-based PAR Satellite-based LAI

constraintdriver

Early
results

combining
Sim-CYCLE
with 3-hrly

PAR data
(diffuse &

beam) from
GEWEX-

SRB

A. Ito
D. Dye

JAMSTEC-
FRCGC

Simulation for July 18, 1984

Sim-CYCLE with De Pury & Farquhar (1997) sun-shade model of canopy photosynthesis

Gross Photosynthesis
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Conclusions

 Improved certainty in terrestrial carbon cycle
modeling requires accounting for effects of
changing atmospheric conditions on quality &
quantity of PAR

 Improved availability of satellite-based and in
situ PAR data sources are needed
 Trend detection
 Simulation and validation

 Proposed Global Observing System for PAR
(GOSPAR) will address these needs
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Introduction
The importance of studying the sea ice, as well as atmospheric 
and oceanic parameters and processes in the open ocean and in 
the Marginal Ice Zone (MIZ) is due to scientific and practical 
requirements.

The large heat and salt fluxes associated with polynyas and thin 
ice area play an important role in air/sea interaction. Air-sea 
interaction is particularly intense in the MIZ, resulting in abrupt 
horizontal and vertical gradients of hydrometeorological 
parameters which promote formation of various mesoscale 
structures both in the atmosphere (convective rolls and cells) and 
in the ocean (ice edge waves, ice streets, bands and eddies).

Accurate estimation of their area and ice thickness will allow to 
improve the large-scale ice mass balance and the oceanic salt 
production.



Passive microwave sensing
Satellite passive microwave measurements of brightness 
temperatures TB(ν) have been used for sea ice, wind speed, SST, 
atmospheric water vapour content V and total cloud liquid water 
content Q and precipitation studies. The changes of the sea surface 
emissivity caused by variations of water temperature and salinity 
and wind action can be estimated reasonably well. 

Over the compact ice cover and over marginal ice zone, variations of 
TB(ν) are due to the change of sea ice concentration C (from 0.0 to 
1.0), types of sea ice, the evolution of snow/sea-ice thermophysical
properties including liquid water presence in the system, snow pack 
density and snow grain metamorphism, air temperature and wind.
V and Q retrieval presents a difficult problem due to the larger 
values and higher variability of the underlying surface emissivity
compare to the water surface. 



Simulation of the AMSR brightness temperatures

Modeling of microwave measurements over the open ocean, the MIZ 
and compacted ice was carried out with a microwave radiative transfer 
program. The program allows to compute the brightness temperatures 
of the underlying surface-atmosphere system TBV,H(ν) at frequency ν
with the vertical (V) and horizontal (H) polarizations. The radiosonde
(r/s) database was built up to model atmospheric conditions observable 
near and over the MIZ. Total 478 r/s with SST tS ≤ 1°C were selected: 69 
sets from research vessels and 409 sets from 6 polar coastal and island 
stations. Every set consists of radiosonde, meteorological data (wind 
speed W and direction, forms and amount of clouds) and tS values. In the 
database, the water vapor content V = (0.63-18.5) kg/m2, cloud water 
content Q ≤ 0.25 kg/m2 and wind speed W ≤ 18.0 m/s. R/s atmospheric 
profiles were complimented by the cloud liquid water content profiles. 
For each r/s, the TBs(ν) were computed for unifrmly distributed values 
of sea ice concentration C = 0.0 - 1.0.
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Emissivity
For each radiosonde, the brightness temperatures TBs(ν) were 
computed for 10 values of sea ice concentration C = 0.0 - 1.0. The 
emissivity of the underlying surface κV,H was determined by Eq. 1

κV,H(ν,θ,tS,W) = κW
V,H(ν,θ,tS,W)(1 - C) + κI

V,H(ν,θ, tI) C , (1)

where κW and κI are sea surface and sea ice emissivity, 
correspondingly, tS is sea surface temperature, W is wind speed, tI
is temperature of ice surface . 

Emissivity of the calm sea surface at frequencies ν = 18.7, 23.8 
and 36.5 GHz was computed from the Fresnel formulas [Ellison et 
al., Radio Sci., 1998] . Increments of emissivity associated with the 
wind action were found on the basis of experimental data 
[Rosenkranz, 1992; Sasaki et al., 1987; Wentz, 1992].



Emissivity of calm water and sea ice at θ = 55°

0.94/0.90
0.97/0.90

0.945/0.910.95/0.91 
0.97/0.90

First-year ice           
(no melting) [2]
Thick first-year ice [4]

0.97/0.940.96/0.910.95/0.89Light nilas [2]

0.88/0.840.85/0.820.84/0.80Gray nilas [2]

0.80/0.770.76/0.670.76/0.67Dark nilas [2]

0.7332/0.35240.6685/0.30450.6358/0.2825Water (tS = -0.6°C) [1]

36.5 (V/H)23.8 (V/H)18.7 (V/H)Frequency, GHz 
(polarization)

1. Ellison et al., 1998; 2.  Eppler et al., 1992;   3. Svendson et al., 1987;     
4.  Harouche, I.P-F.  and D.G. Barber (2001)



Emissivity of new ice, nilas and water
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Emissivity as a function of frequency for grease ice and nilas of 
three different thickness (θ = 50o) (left, Eppler et al., 1992 ) and 
water as a function of temperature at AMSR-E frequencies at   
V- and H-pol (right)



Emissivity of sea ice

Emissivity
as a function of
ice thickness
at 18, 37 and 
90 GHz (V-pol)      
for saline ice 
[Grenfell et al., 
1988].



Brightness temperature of calm sea surface

Brightness temperature of the calm sea surface as a function of      
water temperature (V- and H-pol) at AMSR-E frequencies.

H

V



Spectra

Computed spectra of brightness temperature of the ocean-atmosphere 
system with V-pol (solid curves) and H-pol (dashed curves).        
Arrows mark AMSR-E frequencies.
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Spectra of brightness temperature over 
the Marginal Ice Zone
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Active microwave sensing
Brightness of radar image is determined mainly by small-scale 
roughness and permittivity of the underlying snow-ice surface. 
These characteristics, in turn, are function of types of sea ice, the 
evolution of snow/sea-ice thermophysical properties including 
liquid water presence in the system, snow pack density and snow 
grain metamorphism, air temperature and wind.
The grease ice damps the small gravity and capillary waves due to 
increased viscosity and the corresponding areas look dark on SAR
images. The areas with weak winds also look dark that hinders 
detection of the grease ice on the images. 
Winds and waves are also favor to the formation of the pancake 
ice. It is characterized by the presence of plentiful cm-scale 
nonuniformities resulting in the increased backscatter. These 
features make possible their reliable identification.



Surface scattering

• Backscatter is measured in units of area (radar cross section or RCS)
• Scientists use normalized RCS, or σ°, which is dimensionless 
(decibels - dB)
•σ° is usually between -45 dB (very dark) and +5 dB (very bright)



Sensors: AMSR, AMSR-E, 
SAR, ASAR, SeaWinds
and supplementary satellite 
and in situ data



Microwave radiometers

The Advanced Microwave Scanning Radiometer for 
EOS (AMSR-E) is a Japanese sensor that was launched 
on the NASA Aqua satellite in May 2002.

The AMSR, a similar instrument was launched on the 
Japan ADEOS-II satellite in December 2002. AMSR
has about twice the spatial resolution of SSM/I with 
resolution as low as 5 km at frequency of 89.0 GHz.
This is a substantial improvement over SSM/I and 
yields improved benefits from passive microwave 
imagery both over the ice-free sea and ice areas.



AMSR observation 
concept

Advanced Microwave Scanning 
Radiometer AMSR is an 8-
frequency  total-power microwave 
radiometer with dual polarization 
(except two vertical channels in 
the 50-GHz band). AMSR has a 
conical scanning geometry.  
Incidence angle is 55 deg.

Approximately 1600Swath width (km)
5x510x10Sampling interval (kmxkm)
3x66x106x108x1417x2914x2527x4640x70IFOV (km x km)

V, HVerticalVertical and HorizontalPolarization
3004002001000400200100350Band width (MHz)

BA
89.089.052.850.336.523.818.710.656.925Center frequency (GHz)



SAR characteristics

25 x 25
150x150

25 x 25 Ground 
resolution , m

100-405100Swath width, km

15-45 
(variable)

20-26Incidence angle, 
deg

VV, HHVVPolarization
5.65.6Wavelength, cm
5.35.3Frequency, GHz

ASARSARSENSOR

ENVISATERS-1/2Satellite

European Remote Sensing Satellite ERS-1 was launched 
on 17 July 1991, ERS-2 was launched on 21 April 1995 
and ENVISAT was launched on 1 March 2002.



Envisat ASAR



Scatterometer SeaWinds
Radar: 13.4 GHz
Pulse repetition: 189 Hz 
Antenna: 1 m 
Swath width: 1,800-km 
Wind vector 
resolution 25 km.
Wind-speed: 3-20 m/s,  
accuracy:             2 m/s.              
Wind direction                  
accuracy:             20 deg.

Rotating dish produces two 
spot beams, sweeping in a 
circular pattern. 
90% coverage of Earth's 
oceans every day.

QuikSCAT



Satellite SAR
Precision (PRI) and quick look (QL) ERS-2 SAR and Envisat 
ASAR images taken in 2002-2005 are used for the sea ice study in 
the Okhotsk and Japan Seas. High spatial resolution of a SAR
permits to determine the areas of grease ice, pancake ice and 
transition zone between them. The growth rate of the ice-covered 
areas can be estimated by comparison of the overlapping SAR
images acquired on ascending and descending orbits.

ADEOS-II AMSR and Aqua AMSR-E data, NOAA AVHRR and 
MODIS images, QuikSCAT-derived wind fields as well as weather 
maps were used to confirm interpretation of SAR signatures. 
Several case studies cover the Aniva Bay and the northern, western 
and eastern Okhotsk Sea are considered. 



SAR image 
location

Map of the Okhotsk 
Sea

(1)  ERS-2 SAR for            
24 Jan 2000 at 01:17 UTC    
(2) Envisat ASAR for        
1 Dec 2004 at 11:46 UTC      

(3) Envisat ASAR for        
9 Dec 2002 at 12:11 UTC 

(4) Envisat ASAR for      
28 Feb 2003 at 00:02 UTC    

(5) Envisat ASAR for      
28 Feb 2003 at 11:25 UTC
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Aniva Bay. ERS-2 SAR frames

Bathymetric map 
off the Hokkaido 

coast 

Red rectangles 
mark the location  
of the ERS-2 SAR
images acquired on     
18 February 1996  
at 01:19 UTC (1) and 

at 12:39 UTC (2) ; 
24 January 2000 and

15 March 1999       
at 01:17 UTC (3).

1

2
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ERS-2 SAR images   
for 18 February 1996

85 km2 480 km2 

grease ice 



18 Feb 1996, 01:19 UTC 
Track 217 A

B

C

grease ice

grease ice

grease iceERS-2 SAR



18 Feb 
1996, 

12:39 UTC
Track 496
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D

E

grease 
ice
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grease 
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ERS-2 SAR



Ice drift and ice eddies

The change of ice cover off Hokkaido for 11 h 20 min

Ice edge at 
01:19 UTC

Ice edge at 
12:39 UTC

Grease ice

01:19 UTC 12:39 UTCERS-2 SAR



Envisat ASAR

Fragment of ASAR quick look image with HH-pol at 11:46 UTC (a) and
SeaWinds-derived wind field at 10:02 UTC on 1 December 2004 (b).

The ice bands 1 and ice field 2 have negative contrast against the open sea likely 
due to the presence of the grease ice. Ice fields 3 is in the area where wind speed 
lower than to the west of it. Their brightness is higher compare to 1 and 2 likely 
due to the presence of the pancake ice. The narrow dark bands adjacent to the 
fields 3 are very likely grease ice. The grease ice is clearly seen on the upwind 
side of ice massive 4. Its area is ≈16300 km2 and the grease ice area is ≈1600 km2.

1

2 3

4
A B

5

(a) (b) QuikSCAT
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Surface 
analysis 

map of the 
JMH for

1 Dec 2004 
at 12:00 

UTC.

Pink rectangle 
marks the 

boundaries of 
Envisat ASAR
image taken on 
1 Dec 2004 at 
11:46 UTC.

Sakhalin



QuikSCAT SeaWinds.
1 Dec 2004, 19.50 UTC

Sakhalin



Envisat ASAR 1 Dec 2004

2

3
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Envisat ASAR
1 December 2004

5

B
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Envisat 
ASAR

1 December 
2004

at 11:46 

UTC
4

© ESA 2004



Western Okhotsk sea
(a)

(b)

2

1

© ESA 2002

Envisat ASAR, HH, 12:11 UTC
Aqua AMSR-E at 15:23 UTC, 36.5 GHz, H-polarization

9 December 2002 

Grease ice 
3260 km2.

Pancake 
ice      
6470 km2.

Envisat ASAR

Sakhalin

Sakhalin

(1)

(3)

(2)

(2)



NOAA AVHRR
9 December 2002

Hokkaido

Kamchatka

Envisat ASAR

Sakhalin



Western Okhotsk Sea

Polarization difference at 89 GHz 18.7 GHz, H-polarization 

9 December 2002, at 15:23 UTC

1
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(a) (b)

Aqua AMSR-E

Sakhalin Sakhalin



QuikSCAT
SeaWnds.

9 December 2002,
19:20 UTC

Envisat ASAR

Sakhalin

Hokkaido



Envisat ASAR,
HH, 

9 December 
2002,

12:11 UTCSakhalin
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Envisat 
ASAR

HH 
9 Dec 2002
12:11 UTC

Sakhalin
© ESA 2002



NRCS 
profiles

A

B C

water

grease
ice

pancake
ice

hammock

gray-white
Ice?

polynya

water

grease
ice

grease
ice

pancake
ice pancake

ice

hammock hammock

grease
ice



Envisat ASAR, 9 Dec 2002, 12: 11 UTC

Patches of sea ice in the open sea

© ESA 2002



Envisat 
ASAR

30 January 2005

31 January 2005

Sakhalin
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Envisat 
ASAR, 

11:31 UTC

31 January 2005

QuikSCAT 
SeaWinds
8:48 UTC

Sakhalin



MODIS     
14 January

2005



Envisat 
ASAR
images

taken on 14 
January 

2005
at 00:41 and 

at 
12:04 UTC

Sakhalin Sakhalin

© ESA 2005© ESA 2005



Envisat ASAR
images taken at 
00:41 UTC and 
at 12:04 UTC on 
14 January 2005 



Surface analysis map 
of the JMH for          
28 February 2003, 
00:00 UTC

Red rectangles mark 
the boundaries of
Envisat ASAR images 
taken on 28 Feb 2003

at 00:00 UTC (1) and  
at 11:25 UTC (2)

(2)
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28 February 2003
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28 February 2003
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QuikSCAT SeaWinds-derived 
wind field at 08:08 UTC
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Envisat 
ASAR
28 Feb 

2003   at 
00:02 and 
at 11:25 

UTC
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Conclusions
This study has demonstrated the utility of a multiscale multisensor 
approach for the sea ice study in the Okhotsk Sea. Data from satellite 
SAR, microwave scanning radiometer, scatterometer, AVHRR and
MODIS were used for several case studies in different regions of the Sea. 
The sensors were chosen for their temporal simultaneity of measurement 
collection. 

The primary attention was given to the satellite SAR due to the high 
spatial resolution capability of the instruments. SAR can provide precise 
data on the location and type of ice boundary, concentration and the 
presence or absence of polynyas and leads. Interpretation of SAR images 
is not straightforward due to the ambiguities associated with SAR 
backscatter from sea ice features that vary by season and geographic 
region. 

Application of AMSR, AMSR-E, SeaWinds scatterometer and MODIS 
visible/ infrared observations decreases the ambiguities in the 
interpretation of SAR data. 
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1

Evaluation of sea ice thickness estimations 
by satellite passive microwave and thermal 

infrared radiometers
＊T. TANIKAWA (Kitami Inst. Of Tech.),

K. TATEYAMA, H. ENOMOTO (Kitami Inst. Of Tech.),
and K. SHIRASAWA (SIRL, ILTS, Hokkaido Univ.)



2

Sea ice thickness estimation by the satellite remote sensing

Qualitatively→ Quantitatively

AVHRR ice thickness:  AVHRR + Heat flux
-Groves and Stringer [1991]: AVHRR + Kuhn’s model 
-Drucker et al. [2003]:    AVHRR + Yu and Rothrock [1996]

Active microwave ice thickness: ERS, RADARSAT
- Kwok and Cunningham [2002] : RGPS
- Peacock and Laxon [2004] : altimeter

Passive microwave ice thickness: SSM/I
- Tateyama et al., [2002]: R37V/85V, R19H/85V, PR19
- Martin et al., [2004]: R37

Background



3

‘Terpenya Bay’ polynya in 1997 
winter.

- no ice movement
- no snow cover

1

2

3

Polynyas

Terpenya Bay

Test site
Terpenya Polynya

4
Thick ice
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DMSP SSM/I 
Tateyama algorithm [2002] 
Martin algorithm [2004]

- Daily brightness temperature (BT) from DMSP SSM/I

For validation
NORR AVHRR

Yu and Rothrock algorithm [1996]
- Daily surface temp. data from NOAA AVHRR   
- Daily meteorological data from NCEP/NCAR reanalysis

Ship-borne video data (for thick ice)

NCEP/NCAR：2.5°mesh → 280kmｘ280km
AVHRR：1.1km ｘ 80pixel → 88kmｘ88km
SSM/I：12.5km ｘ 6pixel → 75kmｘ75km

Data and Spatial Resolution
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,07.084.037.5 85/3719 −⋅+⋅−= VVT RPRH

The ice thickness HT (m) is estimated using empirical equation; 

,
1919

1919
19

HV

HV

TBTB
TBTBPR

+
−

= ,
85

37
85/37

V

V
VV TB

TBR =

( ) 29.06.03.0 85/1985/1985/3785/37 −⋅+−⋅= ∗
VHVHVVVV RRRR

When a new ice signal is detected (R37V/85V <0.97), *R37V/85V is 
converted to R37V/85V by following equation, 

where  

(1)

(3)

Method 1 Tateyama algorithm (2002)

(2)

Sea-ice surface roughness Temperature gradient 

Tateyama algorithm is developed based on the SSM/I data 
and in-situ ice thickness data taken by ship-borne video camera.
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The ice thickness HM (m) is calculated using the following equation 

where α= 230.47, β= –243.60, γ= 1.0080 , and,

,exp )/(1 37 γβα −= +R
MH

.
37

37
37

H

V

TB
TBR =

(4)

(5)

Method 2 Martin algorithm (2004)

Martine algorithm is useful for ice production in polynyas.

This algorithm is developed based on the ratio of H- and V-
polarized 37GHz channels.
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The ice thickness HA (m) is calculated using the following equation, 

where Ki = 2.034 (W/m/K), TF = –1.8 (ºC). Ti can be calculated from the 
AVHRR data given by [Key and Haefliger, 1992],

( ) ,
TL

iFi
A F

TTKH −
=

( ) ( )( ),1sec54544 −−⋅+−⋅+⋅+= θchchchchchi TBTBdTBTBcTBbaT

( ) ( ) ( ) ( ).aDLSWiLWiLHiSHTL TFFTFTFTFF ++++=

(6)

Method 3 Yu and Rothrock algorithm (1996)
Yu & Rothrock algorithm is based on surface-heat balance 

model using AVHRR thermal data.

In absence of melting and a snow cover, heat energy balance 
at the ice surface can be assumed that conductive heat loss at 
ice-surface through the ice is equal to the total heat flux FTL.

(7)

(8)
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Meteorological data from 
NCEP/NCAR
- Air temp. at 1000 hPa
- Sea level pressure

Ice concentration
from the SSM/I

Estimated ice
thickness 
from SSM/I and 
AVHRR data

Results 1

(A)

(B)

(C)
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Comparison 1 Thin Sea Ice

y = x

Tateyama algorithm is overestimated. 
Matrin algorithm is better for thin sea ice. 
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Thick Sea IceComparison 2
Matrin algorithm is underestimated. 
Tateyama algorithm is better for 

thick sea ice. 
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Uncertainties in the ice-thickness from AVHRR data.

Ice thickness derived from AVHRR agrees with that from 
upward looking sonar within 10%.

A coarse spatial resolution of AVHRR (1.1 km).
The largest uncertainty is in NCEP data.

• a course spatial resolutions of (2.5ºｘ 2.5º ;
280 km ｘ 280km) 

• covers the bay and surrounding land.
High thin cold clouds and low warm fogs over polynya. 

Discussion



12

Tateyama algorithm:
A very poor relationship with AVHRR of  RMSE 0.17 m 

for < 0.2 m thick ice.
A high correlation with the thick ice of RSME 0.14m. 

Martin algorithm:
Efficient result for thin ice with RMSE 0.04 m. 
A coarse accuracy for thick ice with RMSE 0.47 m. 

Summary
Ice thickness estimation algorithms for thin sea ice in the 
Terpeniya Bay and for thick ice in Sea of Okhotsk were 
validated.

Tateyama algorithm and Martin algorithm are suitable for 
thick ice and thin ice estimation, respectively. 



Physical and radiative characteristics
of Okhotsk Sea ice cover from

concurrent satellite(AMSR/AMSR-E), 
aircraft, and in situ ship data

Fumihiko Nishio/Chiba Univ. CEReS
Josefino C. Comiso / NASA GSFC

Kazuhiro Naoki / Chiba University CEReS
Masashige Nakayama(Kushiro City Museum)

Hiro Wakabayashi / JAXA EORC
Al Gasiewski, Boba Stanko / NOAA ETL

Kazuki Nakamura / NICT

The 11th CEReS International Symposium on Remote Sensing , 
Chiba, Dec. 13-14, 2005 
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Scientific Motivations:
1) Evaluate the true benefit of having an AMSR for sea ice stud
2) Do comparative studies of AMSR and SSMI data, Landsat an

other high resolution sensors and assess improvements
3) Evaluate the role of AMSR in long term/trend studies
4) The polar regions may provide the earliest signal of a climate

change because of feedbacks between ice, ocean & 
atmosphere

5) The Okhotsk sea (SH) is the southern-most ocean covered wi
sea ice in the winter and may also provide the earliest signal
a climate change. 

6) Sea ice concentration & ice thickness is most inportant
7) The entire Antarctic sea ice cover has been observed to be 

increasing at less than 1%/decade while the B/A Seas region
has been declining at about 6%/decade.



Validation Schedule (ADEOS2/AMSR＆Aqua/AMSR・E: Sea Ice)
-Post lauching-

Okhotsk Sea Antarctic Ocean & Continent

2002 ADEOS2 launching（Dec.14）, Aqua/AMSR-E(May 5)
Okhotsk Sea
Field experiments(February~March)
Aircraft(AMR, VTR, etc.),Icebreaker, field campaign

ADEOS2 launching
New Glaciological Program(JARE)
5-year term

Wintering at Showa St. (GLI Receiving)

2003 Okhotsk Sea
Field experiments(February~March)
Aircraft(AMR, VTR, etc.), NASA/P3
Icebreaker, field campaign

ntarctic Campaign-AASI

(August~September, NASA) Punta Arenas

Weddell Sea & Belingshausen

(P3, Icebreaker)

Australian icebreaker(Oct.-Nov.)

2004 Okhotsk Sea
Field experiments(February~March)
Aircraft-PiSAR
Icebreaker, field campaign

ntarctic Campaign-AASI

(October, NASA) –P3 Ushuaia

Ross Sea (P3, Icebreaker)

tudy on sea ice & snow cover on ice sheet(AMSR & 
GLI) by JARE(Wintering)

2005 Okhotsk Sea
Field experiments (February~March)
Aircraft-PiSAR
Icebreaker, Field campaign

Antarctic Campaign
( JARE) winter(August~October, )
near Syowa St. & Ice sheet to 

inland

2006 Okhotsk Sea
Field experiments(February~March)

Antarctic Campaign
(NASDA & JARE)
winter(August~October, DC8)
near Syowa St. & Ice sheet to 

inland

2007 Okhotsk Sea
Field experiments(February~March)

IGY/IPY memorial year



AMSR-E(ice concentration )AMSR-E(ice concentration )
09/Feb/2003 09/Feb/2004

•These are images of sea ice concentration. From AMSR/E data. This is a 09/feb/2003 this is a 09/feb/2004
•At first This year was estimated to be difficult for observation because of low sea ice cover but sea ice existed on observation day.
•However, especially, Hokkaido coast find the low extent of the sea ice compared to last year.



Sea ice concentration (Bootstrap) by 
AMSR

2003 February 7 AMSR-E
36.5H, 36.5V

IC 100%

Open water
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FY ice

×
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Concurrent observatio
February 7, 2003  Sea of Okhot

AMSR-E （RGB：36.5H,89.0H, 89.0V)

オホーツク海の海氷をAMSRで見ると



• Landsat data provide 
information that can be very 
useful in the interpretation of 
AMSR-E data

• The concentration of new ice 
depends on thickness and 
stage of growth.

February 11, 2003
a) Landsat

b) AMSR 6.25km (Daily) c) AMSR 12.5km (Daily) d) SSM/I 25km (Daily)

AMSR-E ＆ Landsat



Validation Strategy
• Aircraft Validation Campaigns

Sea of Okhotsk Mission – February 2003
AASI Campaign – August – September 2003*
AASI Campaign – October 2004
PiSAR February 2004 & 05

• High Resolution Satellite Data
MODIS, GLI**
Landsat
Quickbird/IKONOS

• Ship Data/other in situ data
• Radiative Transfer Modeling

*Aborted
**Oct. 2003



Validation Tools (2003 & 04))
• P3 Aircraft – coordinate with Aqua & ADEOS2* orbit

PSR A & C – Sensor calibration and parameter studies
ATM – ice thickness and topography studies
THOR – snow thickness and cloud cover studies
D2P – ice and snow thickness studies
TAMMS – heat and humidity flux studies

• Ship Observations- in situ data of passive microwave 
observations and physical characterization of the ice

• High Resolution Satellite Observations – Landsat, ASTER, 
Ikonos

• PiSAR(2004 & 2005)
• Radiative Transfer Modeling Studies

*Aborted
**Oct. 2003



Aircraft and ship observation
AquaAqua• February 5 – 14, 2003.

– Sea of Okhotsk
• August 16 – September 4, 2003.

– Bellingshausen Sea

• September 11 – October 30, 2003.

– Hobart to Casey station 
(AUS)

• February 5 – 14, 2004.

– Sea of Okhotsk

MIDORIMIDORI--IIII

NASA P3-B PSR

Japan Coast Guard P/V SOYAJapan Coast Guard P/V SOYA

Gulf Stream II



Validation experiments

PSR flight on Feb. 7, 03



 

VHS recorder VHS recorder 

VHS recorder 

Laboratory space 

data processing PC 

VHS tape 

Mini DV tape 

monitor 

Mini DV tape 

bow video camera？ 

Thermometer 

（surface temperature 

on sea ice & snow cover) 

mast video camera（Ice Concentration） 

side video camera 

(Sea Ice Thickness ＆ 

Snow Depth) 

transform to avi files 

copy on Mini DV tape 

VTR monitor from P3 ? 

monitor 

video camera 

(progressive) 

Ship measurements

1) ice concentration
2) sea ice thickness
3) snow depth
4) sea ice classification

(by VTR, IR-VTR,
digital  camera)

5) Sea surface temperature
(thermometer)
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Modis and 
AMSR-E at 6 
km grid shows 
basically the 
same general 

features of the 
ice cover.  They 
are also highly 

correlated.



AMSR-E versus 
Landsat

• Landsat data provide 
information that can be 
very useful in the 
interpretation of 
AMSR-E data

• The concentration of 
new ice depends on 
thickness and stage of 
growth.

February 11, 2003
a) Landsat

b) AMSR 6.25km (Daily) c) AMSR 12.5km (Daily) d) SSM/I 25km (Daily)



Ice Edge 
Characterization

• All channels from 
AMSR are coherent. 
The ice edge location is 
almost frequency 
independent

• Effect of resolution and 
sidelobes apparent with 
SSMI

• Error of about 12 km is 
possible in some 
locations for SSMI 



Anomaly/Trend 
Studies

Northern Hemisphere
• Long term studies requires 

consistency checks 
specially during periods of 
overlap

• Use of AMSR provides a 
means of improving 
accuracy in trend analysis 
but biases should be 
removed first

• Ice area values are more 
stable because of less 
dependency to ice edge 
location



Annomaly/Trend 
Studies

Southern Hemisphere

• Smaller trend in ice 
extent is observed 
with the use of AMSR 
data vs SSM/I 
reflecting some bias

• Again, the trends in 
ice area are almost the 
same for AMSR and 
SSMI



Summary (sea ice concentration)

• High resolution AMSR data are shown to be 
consistent with MODIS and Landsat data and can be 
useful for mesoscale studies when atmospheric 
effects are not critical.

• AMSR/AMSR-E is an excellent successor to SSM/I
• AMSR provides an improved characterization of the 

ice margin
• AMSR shows spatial details of the ice cover that 

have never been observed before
• AMSR has the potential of improving the accuracy 

of long term variability and trend in the ice cover



PSR-A TB data 
at 37 GHz (H) 

and 
derived

ice
concentrations

Overlayed
on 

MODIS data

(Okhotsk Sea)



PSR data over P/V “Soya”

37.0GHz H-pol 89.0GHz V-pol

NASA P3-B PSR

Aqua/MODIS
Channel 2 (841-876nm)



Sea ice thickness observation from ship

Position of camcorder 
on P/V SOYA

a b c

Sample images taken by camcorders

a:mast, b:bow, c:broadside

Example image of 
measuring sea ice thickness



Average sea ice thickness of area
“A” ~ “F” by “Soya”

A (>2cm) B (6.8cm) C (11.1cm)

D (18.5cm) E (27.2cm) F (32.2cm)

Aqua/MODIS
Channel 2 (841-876nm)



Relationship of brightness 
temperature to sea ice thickness
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Further study:
Sea ice thickness mapping by AMSR/E

for thinner ice(<ca.30cm) 
& 

thick ice(> ca.30cm)  



Feb. 23,1999

3 km

3 km

Mooring sonar

Sea Ice Thickness Observation
in the Sea of Okhotsk by using

Dual-Frequency and Fully Polarimetric Airborne SAR (Pi-SAR) D
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0 1.0m 2.0

Ice thickness map

–Ice thickness （presented by Nakamure, et al.:psoter)
•It was possible to estimate the thickness of YI and FYI 
•using VV-HH backscattering ratio.
->  Estimation of ice thickness was possible using both

X-band and L-band SAR data.



Summary and Conclusions
• AMSR(X) & AMSR/E is an excellent successor to SSM/I.
• Advantages of AMSR/E includes: 
• (a) More accurate ice concentration and better definition of ice edges 

– because of higher resolution and more frequency channels;
• (b) Wider swath and smaller gap around the North Pole;
• (c) Improved masking of ice free ocean; and 
• (d) Improved masking of ice free land/ocean boundaries.
• Some disagreements between sensors are apparent but may be largely due to 

resolution differences and side lobe effects.
• Co-registered and coincident AMSR and MODIS data will provide complemen

and more accurate information about the ice cover AMSR(X) can be used to as
the accuracy of historical passive microwave data on sea ice.

• The validation of sea ice products from satellite data is very important
• Sea ice thckness could provide the thinner thickness(<30 cm) by passive 

microwave data
• Acive maicrowave sensor(VV/HH) may provide sea ice thickness(<ca.100cm) 

maps.
• Sea ice thicckness information & mappins could gives us the changes of ocean-

ice-atmosphere, related to global warming



Thank you
ありがとう
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